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ABSTRACT

An apparatus was built for producing stick-slip and recording the time dependent variables associated with it, in order to investigate its causes.

A theory was devised to explain stick-slip behaviour based on the results of experiments and also on the literature discussed in Chapter One.

A novel computer model of sliding was written to test this theory, based on the work of Sayles and Thomas (46)* to cover the sliding of two real rough surface maps over one another after loading them together.

The results are presented in the following chapters.

Numbers in brackets refer to references at the back of this thesis.
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SYMBOLS AND ABREVIATIONS

```
M Mass
V Constant slider velocity
L Load
k Spring constant
\mu Friction coefficient
\mu
\mud
    x Displacement in direction of sliding
    \dot{x}}\quad\mathrm{ Velocity
    \ddot{x}}\quad\mathrm{ Acceleration
    y Length in a direction perpendicular to sliding
    t Time
    z Height values of a surface map
    z_ Lowest peak of upper map
    z_ Highest peak of lower map
    \Deltaz Increment of height
    h Vertical displacement of slider
    CLA Center line average
    \mum Micro meters
    ADC Analogue to digital converter
    RMS Root mean square
    ACF Auto correlation function
\psi Plasticity index
    E Young's modulus
    H Hardness
    \nu Poisson's ratio
    A Real area of contact
```

$a_{i}$ Element of real area of contact
$p_{s} \quad$ Yeild shear stress
$p_{c} \quad$ Yeild compression stress
LVDT Linear variable displacement transducer
P Pressure
1 Sample length

## INTRODUCTION

Friction induced vibration, or stick-slip as it was called by Bowden and Leben (1), is a well known phenomenon. Creaking doors, brake squeal, chalk scraping on a blackboard and the music of instruments of the violin family (2) are some examples that are common in everyday life. With the exception of the last case stick-slip is unwanted. It causes inaccuracies in servomechanisims and in machining operations. It can increase the wear rate and fatigue of sliding components and usually makes an unpleasant noise.

CIAPTER ONE

GENERAL PRINCIPLES AND LITERATURE SURVEY

### 1.1 Fundamental principles

To investigate the mechanism of stick-slip a general mathematical model of sliding systems is needed.


Fig. 1.1 A sliding system
Consider the system shown in fig. 1.l. A slider, of mass $M$, is forced against a surface moving at a velocity $V_{0}$, by a load $L$. $M$ is restrained by a spring of stiffness $k$, and the mutual coefficient of friction between $M$ and the lower surface is $\mu$. When $M$ is in the position $x=0$ the spring is relaxed. External damping will, for the moment, be ignored. Any damping forces that occur in the frictional contact can legitimately be considered part of the variable $\mu$. Apart from external damping, this model and its polar equivalent are completely general. All real sliding
systems must have some mass and some finite stiffness.
Consider the horizontal forces acting on M (fig. 1.2).


Fig. 1.2 llorizontal forces on $M$

If $M$ is displaced by an amount $x$, there will be a force in the spring of

- k.x (action to the right being considered +ve)

The force on $M$ from the action of friction, $\mu$, will be (neglecting the effect of gravity on $M$ )

$$
+\mu \cdot L
$$

These forces will cause $M$ to accelerate and, from Newton's Second Law:

$$
\begin{equation*}
\mu \cdot L-k \cdot x=M \cdot \ddot{x} \tag{1}
\end{equation*}
$$

This is the equation of motion of $M$ (or, more properly, the force balance equation).

If $\mu$ were a constant, as predicted by the classical laws of friction from Amontons (1699) and Coulomb (1785), the system would be stable when

$$
\begin{equation*}
\mu \cdot L=k \cdot x \tag{2}
\end{equation*}
$$

M would slide steadily on the lower surface with the spring stretched by an amount

$$
\begin{equation*}
x=\frac{\mu . L}{k} \tag{3}
\end{equation*}
$$

If $M$ were displaced by a small amount it would undergo a decaying oscillation (3). The system would not undergo selfexcited vibrations, i.e. it would not stick-slip.

In 1835 Morin (4) proposed, from the results of experiments, two coefficients of friction: a high, static coefficient that applied to bodies at rest relative to each other, $\mu_{s}$, and a lowor, dynamic coefficient that applied to bodies in relative motion, $\mu_{d}$.

A sliding system with these characteristics can stick-slip. The mechanism is as follows: As the lower surface starts to move at $V_{0}$ with the spring relaxed, the spring force is zero and, as there is no relative sliding, the relevant friction coefficient is the high, static one. The force in the spring will be less than the maximum force that friction can provide and the two surfaces will move, stuck together, at $V_{0}$, friction just balancing the spring force $\left(0 \rightarrow P_{1}, f i g . ~ 1.3\right)$. A point ( $\left.P_{1}, f i g .1 .3\right)$ will be reached when $k . x$ equals $\mu_{s} . L$ and the surfaces will start to


Fig. 1.3 Displacement-time graph for stick-slip
slide relative to each other. $\Lambda s$ soon as relative sliding commences, the lower, dynamic friction coefficient, $\mu_{d}$ takes over from $\mu_{s}$. Consequently $k . x$ will be greater than $\mu_{d} . L$ and $M$ will accelerate until k.x reduces to be equal to $\mu_{d} . L\left(P_{2}, f i g .1 .3\right)$.

As $M$ continues to move under its stored kinetic energy, k.x will reduce further and will become smaller than $\mu_{d} . L_{\text {. }}$ Therefore, $M$ will decelerate, finally coming to rest, relative to the lower sliding surface, at $P_{3}$. As soon as it comes to rest, the higher, static coefficient, $\mu_{s}$, takes over and the process repeats itself, giving rise to the sawtooth type of waveform shown in fig. 1.3.

Wells (5) noticed the occurrence of stick-slip in experiments he was conducting to measure dynamic coefficients of friction of lubricated and unlubricated surfaces with a variety of finishes. Thomas (6) analysed the process described above and arrived at an equation giving an oscillation similar to that shown in fig. 1.3. He also pointed out the similarity of the waveform to that obtained from a violin (2). Rowson (7) has also analysed Morin's model.

Bowden and Leben (1) carried out a variety of friction tests on similar and dissimilar metals and produced experimental waveforms (fig. 1.4) similar to those shown in fig. l.3.

$$
\text { Big. } 1.4 \text { Stick-slip of steel on steel from }
$$

However, they make the mistake of converting the values of displacement to values of friction force (ordinate, fig. l.4) by
multiplying by the spring constant of their system. Whilst this is accurate when there is no relative movement between the sliding surfaces, as soon as slip commences accelerations are present and inertial, as well as spring, forces have to be accounted for in evaluating friction (see eq. 1, p. 14).

### 1.2 Friction as a function of velocity

Rabinowicz (8) points out that frictional behaviour is more complicated than Morin's theory (fig. l.5a) allows.

a: Morin's theory

b: Rabinowicz's•theory

Fig. 1.5 Friction vs. velocity
Rabinowicz gives the variation of friction with relative sliding velocity as a continuous function (fig. 1.5b).

The initial, steep slope is caused by minute elastic/ plastic movement between the sliding surfaces and, as real sliding starts, the friction coefficient falls relatively gradually. Antoniou (9) demonstrates, and quotes other work (10) to show that any sliding system where friction gets smaller as relative sliding velocity gets larger is capable of exhibiting stick-slip (11), (12), (13).

The idea that friction is a function of relative sliding
velocity, i.e.:

$$
\mu=\mu\left(\dot{x}-v_{0}\right) \ldots \ldots \ldots \text { (4) }
$$

where $\dot{x}$ is the velocity of the slider, $M$, relative to the fixed support (see fig. l.1) and $V_{0}$ is the velocity of the lower sliding surface, can be incorporated in equation 1. When rearranged this gives

$$
\frac{M \cdot \ddot{x}+k \cdot x}{L}=\mu\left(\dot{x}-V_{0}\right) \ldots \ldots \ldots(5)
$$

Sampson, Morgan, Reed and Muskat (14) made one of the first attempts to solve this equation for $\mu\left(\dot{x}-V_{0}\right)$ using experimental stick-slip data. They measured displacement, $x$, and, with only partial success, velocity, $\dot{x}$. They then tried to differentiate these to give $\ddot{x}$ by drawing tangents. The results of this process were rather scattered so they had to use a smoothing curve fit to produce results. They obtained the function shown in fig. 1.6.


Fig. 1.6 The function $\mu\left(\dot{x}-V_{0}\right)$ from Sampson et al (14)

The points $P_{1}, P_{2}$ and $P_{3}$ refer to parts of the displacement-time graph equivalent to fig. 1.3.

The arrow heads show time increasing. With no relative velocity (section $A$ of the curve) $\mu$ rose to the high, static value. Sliding then started and the friction dropped (section B) with increasing velocity, as predicted. When the sliding velocity decreased, however, the system exhibited hysteresis. That is, the
the curve did not retrace itself and the friction remained low (section C).

Using more modern equipment, Brockley and Ko (15) obtained the function $\mu\left(\dot{x}-V_{0}\right)$ in the following manner: They measured displacement with strain gauges, acceleration with an accelerometer and velocity with a magnet and coil velocity transducer. They then fed the voltages from these into a simple analogue computer connected to the $X$ and $Y$ plates of a storage oscilloscope. The analogue computer was patched to do the arithmetic required to solve equation 5 for $\mu$. The resulting voltage was connected to the $Y$ plates. The voltage representing $\dot{x}-V_{0}$ was fed to the $X$ plates. The results are shown in fig. 1.7a.


oscilloscope trace for stick-slip oscillation. Scaless $x-0.004 \mathrm{in} / \mathrm{major}$ division. $1-50 \mathrm{millisec} / \mathrm{major}$ division
b: $\mathbf{x}$ vs. $t$

Fig. 1.7 Brockley and Ko's determination of the

$$
\text { function } \mu\left(\dot{x}-V_{0}\right)
$$

As can be seen, the same hysteresis as that shown in fig. 1.6 is present. The actual stick-slip is shown in fig. l.7b (cf. figs. 1.3, 1.4).

Antoniou (9) solved equation 5 from stick-slip data using a reversal of the geometrical phase-plane method of Linhard (16), adapted for a digital computer.

The advantage of all these methods is that they require only one stick-slip cycle to give a complete plot of the function $\mu\left(\dot{x}-v_{0}\right)$.

In another paper (17), Brockley and Ko consider a rather different form of stick-slip from that so far described, which they call quasi-harmonic. This is not stick-slip in the literal sense as the surfaces never stick. Their graph of $x$ vs. $t$ is shown in fig. l.8a. As can be seen, the motion is substantially

a: $x$ vs. $t$

$b: \mu\left(\dot{x}-v_{0}\right)$

Fig. 1.8 Quasi-harmonic stick-slip from Brockley and Ko (17)

The function $\mu\left(\dot{x}-V_{0}\right)$ that they obtained for this type of vibration is shown in fig. $1.8 b$, and they conclude that the hump, P, is necessary for this type of vibration. Note that the curve is not hysteresial. The tendency to this type of stick-slip increases as $V_{0}$ increases.


Fig. 1.9 Critical value of $V_{0}$ from Brockley, Cameron and Potter (18)

Brockley, Cameron and Potter (18) show that the amplitude of vibration in stick-slip systems reduces with increasing $V_{0}$
until $V_{0}$ reaches a value above which stick-slip vanishes altogether (fig. l.9). They call this the critical velocity and do a theoretical analysis to show how this behaviour relates to the external damping, if any, and the friction-velocity curve. Banerjee (19) published a computer analysis of this phenomenon which agrees broadly with Brockley et al.

Cockenham and Cole (20) did an analogue computer simulation of stick-slip using simple $\mu\left(\dot{x}-V_{0}\right)$ assumptions to determine the degree of external viscous damping required to eliminate stickslip. As viscous damping has a force vs. velocity relationship with a positive gradient, and stick-slip friction has a negative one, the former may be used to counteract the latter.

### 1.3 The effect of stick time - Adhesion

Rabinowicz (21) gives a graph of static friction against the time that the surfaces had been together, using results taken from Dokos (22) (fig. 1.10).


Fig. 1.10 $\mu_{s}$ vs. stick time from Dokos (22)
As can be seen, the longer the surfaces remained together the greater the static friction was between them. This has also been investigated by Bowden and Tabor (23).

It is generally considered that this phenomenon is the result of adhesion between the surfaces. The surface asperities
are assumed to creep plastically to a greater degree of conformity over a period of time and possibly some welded junctions are formed between them. See, for example, Tabor (24) and Syrop (25).

Green and Brockley (26) consider that, in many cases, it is the rate of application of shearing force, $\dot{F}$, to a frictional contact that decides the static friction (fig. 1.11).


Fig. 1.11 The variation of $\mu_{g}$ with rate of application of shearing force, from Green and Brockley (26)

As can be seen, the static friction drops with increasing $\dot{F}$, except under clean, vacuum conditions. The authors conclude that this behaviour is caused by the adsorption of hydrocarbons etc. from the air onto the cleaned surfaces to form a non-Newtonian viscous layer.
1.4 Perpendicular movement between the sliding surfaces Tolstoi (27) showed that when surfaces slide they also move in a direction normal to their sliding motion. He gives a graph (fig. l.12) of this normal movement during the slip portion of stick-slip, which he measured by means of interferometry.


Fig. 1. 12 Normal movement during stick-slip from Tolstoi (27)
Tolstoi claimed that this normal movement is caused by asperity interaction, which would tend to produce a separating, as well as a frictional, force (fig. 1.13).


Fig. 1.13 Normal force from asperity collisions
Elder and Eiss (28) conducted experiments where they gradually increased the normal stiffness in sliding, thus impeding this normal movement. The effect of this on the stick-slip produced is shown in fig. l.14.


Variation of stick-slip amplitude with normal stiffness for a $300 \mu$ in. surface.

Fig. 1.14 The effect of normal stiffness on stick-slip from Elder and Eiss (28)

As can be seen, the larger the normal stiffness, the lower the stick-slip. Antoniou (9) points out that, if surfaces move apart as they slide relative to each other, then friction should drop as asperity contact is reduced. This goes some way towards explaining the negative slope on the friction-velocity characteristic (B, fig. 1.6).

The necessity for a finite stick time to obtain high static friction coefficients (section 1.4) gives a partial explanation of the appearance of hysteresis in the friction-velocity curve (C, fig. 1.6). Relative motion might tend to reduce any adhesion between the sliding surfaces.

### 1.5 Surface roughness measurement

If sliding surfaces were perfectly plane, friction would not exist. It is the minute irregularities in a surface that, in colliding, welding, shearing and ploughing cause the friction force.

Most rough surfaces are random, both in the heights and shapes of their asperities. Consequently, they are usually treated statistically.

A general introduction to the study of rough surfaces may be found in Leather (29), and a wide ranging review of literature was given by Thomas and King (30).

The most common measuring instrument used in the study of rough surfaces is the stylus profilometer or Talysurf* machine. This works on the same principle as a gramophone cartridge. A fine diamond stylus is drawn at a constant, slow rate across the surface to be studied. The movement of the stylus as it traverses the surface asperities is measured by means of a linear variable displacement transducer (LVDT, see Appendix 2, p.156) which produces a voltage proportional to the movement. This voltage is then fed to a pen plotter to produce a profile of the surface (fig. 1.15).


Fig. 1.15 A typical Talysurf trace
The magnification factors, as are shown on the diagram, are generally different, the vertical magnification being much greater than the horizontal. This can lead to some misconceptions. Because of their differential magnifications, the slopes of the
*This is the trade name of a stylus profilometer made by Rank-Taylor-Hobson Limited, but, like the word Hoover, it has passed into use as a generic term.
asperities in fig. 1.15 seem to be of the order of $60^{\circ}-70^{\circ}$, whereas, in reality; they would probably not be greater than about $4^{\circ}$.

In addition to being fed to the plotter, the signal also drives an electronic circuit to calculate the centre line average (CLA) of the waveform. This is defined as:-

$$
\begin{equation*}
O_{C L A}=\frac{1}{1} \int_{0}^{1}|f(x)| d x \tag{6}
\end{equation*}
$$

where $l$ is the length of the sample and $f(x)$ is the profile. The CLA value of the surface in fig. 1.15 is $2.3 \mu \mathrm{~m}$.

Profilometers are generally equipped with variable low-pass filters to remove large wavelengths that are not proper roughness variations, but are changes in bulk geometry. The shortest wavelength that can be resolved is set by the tip radius of the stylus. In the case of the Talysurf, this is $4 \mu \mathrm{~m}$ in the direction of sliding. For reasons of strength, however, the stylus is chisel shaped. It is wider across the direction of sliding than the $4 \mu \mathrm{~m}$ implied by the above radius. This means that some profile errors can be caused by the profilometer stylus riding over the shoulders of asperities (fig. 1.16).


Fig. 1.16 Stylus profile errors

Other methods of studying surfaces have been used. The scanning electron microscope can be employed to produce a picture of the asperities on a surface. Taper sections and shallow-angled shadowing can be used to differentially magnify surface asperities to facilitate their study. Recently, laser scattering (31) from rough surfaces has been used in asperity analysis. This works on a similar principle to the hologram, which is a two-dimensional Fourier transform of a three-dimensional object, produced by laser interferometry. Transforms of rough surfaces can be obtained in a similar manner.

### 1.6 The contact between two rough surfaces

Consider what happens when two rough surfaces are forced together by some load, L (fig. 1.17).



Fig. 1.17 Squashing rough surfaces together The asperities that come into contact will deform, either elastically or plastically, and the real area of contact, $A$, will be the sum of all the microcontacts between the individual asperities, $a_{1}, a_{2}$, etc.:-

$$
\begin{equation*}
A=\sum\left(a_{1}+a_{2}+a_{3} \ldots \ldots\right) \tag{7}
\end{equation*}
$$

As $L$ increases, $A$ will increaso, as those asperities already in contact deform further and more come into contact.

A is therefore a function of $L$ and is generally small compared to the apparent area of contact. Bowden and Tabor (23) attempted to measure the real area of contact by measuring changes in its electrical resistance. Dyson and Hirst (32) squeezed together a piece of ground steel and an optically flat piece of glass and used a phase contrast technique to show up the areas of contact (fig. 1.18).


Fig. 1.18 The contact between
ground steel and glass, from Dyson and Hirst (32)
Similar work has been done by Uppal, Probert and Thomas (33). Archard (34) showed that, with fairly flat asperities, deformation would be elastic and the real area of contact would be proportional to load. Greenwood (35) considered plastic deformation of surface asperities and showed that the average size of a microcontact was almost independent of load.


Fig. 1. 19 Plastic deformation of asperities from Pullen et al. (36)

Pullen and Williamson (36) took successive, relocated profiles of a rough surface after it had been subjected to increasing load against a harder flat surface. Their results are shown in fig. 1.19. As can be seen, the shape of the profile where no contact has occurred does not change. The contact simply seems to truncate the tops of the asperities. Pullen et al. suggest that the displaced material volume is evenly distributed throughout the bulk, thus raising the whole profile slightly. The idea of asperity truncation in contact, vindicated by these results, is very useful in the modeling of contacts,especially in computer programmes, and will be returned to later in this thesis.

If the deformation of the asperities is plastic (35) (36) (37), the stress tending to separate each asperity is the yield stress and is independent of the asperity deformation. This means that the surfaces will move together until the force obtained by multiplying the real area of contact by the yield stress of the material is just able to support the applied load. Again, the value of $A$ is directly proportional to $L$, or $L$ to some power (depending on the bulk conformity of the surfaces). This, of course, ignores any work hardening that may take place.

If the shear strength of the contacts is a constant, the friction force, $F$, will be:-

$$
F=A . p_{s} \ldots \ldots . .(8)
$$

If, in addition, $A$ is proportional to $L, A$ will be given by:-

$$
\begin{equation*}
A=\frac{L}{p_{c}} \tag{9}
\end{equation*}
$$

where $p_{c}$ is the compression strength.

$$
\begin{aligned}
\text { So, } \begin{aligned}
\text { from (8) } & :- \\
F & =\frac{L}{p_{c}} \cdot p_{s} \ldots \ldots . . . . .(10)
\end{aligned}
\end{aligned}
$$

The coefficient of friction will also be constant and will be given by:-

$$
\mu=\frac{F}{L}=\frac{p_{s}}{p_{c}} \ldots \ldots(11)
$$

where $p_{s}$ is the shear strength and $p_{c}$ is the compression yield
strength of the contact.
Courtney-Pratt and Eisner (37) demonstrated that, when a contact was subjected to shear stress, plastic flow occurred and the area of contact grew. This phenomenon is known as junction growth.

Tabor (38) considered the effect of contaminating films, such as oxides and lubricant additives, on this junction growth. His model showed that perfectly clean surfaces in vacuo would eventually weld together completely under the action of shear, producing an effective friction coefficient of infinity (a finite shear force would be required to move the specimens under no load). However, with a shear film separating the surfaces of approximately 0.95 times the strength of the parent material, $\mu$ dropped to unity. Further reduction in film shear strength to about 0.2 times the bulk value gave values of $\mu$ of about 0.1. Despite simplifying assumptions, this theory matches experimental results quite well.

### 1.7 Characterisation of rough surfaces

In addition to the CLA value of a surface, its RMS value can also be obtained:-

$$
\sigma_{R M S}=\sqrt{\frac{1}{1} \int_{0}^{1}[f(x)]^{2} d x} \ldots \ldots \ldots .
$$

The relation between the CLA and RMS values for a given surface depends on the surface structure. For most surfaces, the RMS values are $10 \%-30 \%$ highersthan the CLA values.

Some workers (e.g. Thomas (39) ) have connected the output voltage from a Talysurf via an analogue-to-digital converter (ADC) to a digital computer, which is used to sample the profile at regular, repeated intervals to obtain a digital record of the profile.

Greenwood and Williamson (40) and Greenwood and Trip (41) used such a digital technique to investigate the nature of the contact between rough surfaces. They also show that the height distribution of many rough surfaces is very close to gaussian. Williamson (42) used a digital technique to examine mean radius of asperity curvature and other variables of surfaces.

Digital techniques also facilitate the calculation of another useful statistical characteristic of a rough surface, its autocorrelation function (ACF). This is defined as:-

$$
\begin{equation*}
C(\beta)=\frac{1}{1} \int_{0}^{1} f(x) \cdot f(x+\beta) \cdot d x \tag{13}
\end{equation*}
$$

It is the product of a waveform with itself displaced, with the degree of displacement as the independent variable. The ACF is very useful in showing up periodicities in the waveforms of rough surfaces. Fig. 1.20 shows the ACF of a fine-turned surface (from Leather (29) ).


Fig. 1.20 Auto-correlation function of a fine-turned surface from Leather (29)

As the periodic part of the waveform goes in and out of phase with itself as $\beta$ changes, the product $f(x) . f(x+\beta)$ displays a similar periodicity.

Whitehouse and Archard (43) propose an exponentially decaying ACF for a random rough surface. This imposes an upper limit on the finer wavelengths in the surface, but it allowed them to assign a new variable, the correlation distance $\beta^{*}$, to a rough surface. This is defined thus:-

$$
\begin{equation*}
C(\beta)=e^{-\frac{\beta}{\beta^{*}}} \tag{14}
\end{equation*}
$$

Hirst and Hollander (44) take the two lengths $\sigma_{\text {RHS }}$ and $\beta^{*}$ and give an expression for plasticity index, $\psi$ :-

$$
\begin{equation*}
\psi=0.6 \frac{E^{\prime}}{11} \frac{\sigma_{n n s}}{\beta^{*}} \tag{15}
\end{equation*}
$$

where H is the hardness of the material, and

$$
\begin{equation*}
E^{\prime}=\frac{E}{1-v^{2}} \tag{16}
\end{equation*}
$$

where $E$ is the Young's modulus and $\nu$ is Poisson's ratio for the material of the surface. The value of $\psi$ determines the likelihood of plastic flow and damage in a contact between rough surfaces. Hirst and Hollander conducted experiments on surfaces with various values of $\sigma_{\text {Ms }}$ and $\beta^{*}$ and, from the results, drew conclusions about safe and unsafe operating conditions (fig. 1.21).

$\sigma-\beta^{*}$ map for abraded surfaces. - , lines of constant $\psi$;
-, boundary between safo and unsafe regions.
Fig. 1.21 Safe and unsafe combinations
of $\sigma_{\text {RHS }}$ and $\beta^{*}$ from Hirst and Hollander (44)
Sayles (45) and Sayles and Thomas (46) (47) have taken multiple parallel passes with an automatic Talysurf/computer system to produce surface maps (fig. 1.22).


Fig. 1.22 Surface map of shotblasted mild-steel, from Sayles and Thomas (46)

They then took two such maps and forced them together, using a computer model that assumed the overlapping material simply disappeared (fig. 1.23).


Fig. l. 23 The overlap between two surface profiles moved together A picture of the contact pattern was produced. The assumption of disappearing overlapping material is fairly realistic for small real areas of contact (and the real area of contact between rough surfaces is small under usual loads). (See Pullen et al. (36) and p. 29 ) It must be remembered that the actual slopes of the asperities, as mentioned previously, are only $4^{0}$ or so (fig. l.24), so the overlap is quite thin for reasonable real contact areas.

##  <br> 

Fig. l. 24 Overlap with realistic asperity angles

The material moves plastically down into the bulk of the solid (arrows, fig 1.24) and does not raise the whole profile a great deal (36) (48).

### 1.8 Surface roughness and stick-slip

Barwell (49) has produced a review of work done on measurement of rough surfaces and their general frictional characteristics.

Antoniou (9) attempted to measure the vertical movements of Tolstoi (27) and relate them mathematically to stick-slip characteristics. Not a great deal of work has been done, however, upon the effect of roughness on this vertical movement, and, as Elder and Eiss (28) have demonstrated, the phenomenon is very important to the stick-slip characteristics of a sliding system. This is despite the fact that the vertical movement must be caused by the irregularities in the surface (two completely flat planes cannot move apart under the action of parallel motion, even by hydrodynamic forces).

The reason for this lack of attention is that the vertical movement is very difficult to measure. Tolstoi (27) finds its amplitude to be $10^{-3}$ times the amplitude of the associated stickslip, so the cross-talk problems in measuring it are very great. Once measured, it would have to be compared with the surface features on the wear track. Locating these would be difficult as well (50) (39).

Wear tracks formed during stick-slip have been studied by Takahashi, Yoshida and Okada (51) using a scanning electron microscope. They observed a piling up of material where the surfaces (diamond on steel) stuck. The contact stresses in their experiments were very high and consequently a great deal of plastic flow took place.

Gregory (52) checked for the transfer of material from one rough surface to another during sliding by making one of the sliding surfaces radioactive and then exposing a photographic film over the other after the experiment. Rabinowicz (8) mentions the use of this technique in stick-slip experiments and conciudes that concentrations of transferred material occur where the surfaces have stuck for some time.

A DESCRIPTION OF THE EXPERIMENTAL APPARATUS AND PROCEDURE
2.1 The Bowden-Leben machine


Fig. 2.1 The Bowden-Leben machine


Fig. 2.2 Schematic

The apparatus used for the experimental investigation was an electrically driven Bowden-Leben machine (1) (figs. 2.1 and 2.2) which is accurately modelled by fig. 1.1.

This machine comprised a D.C. electric motor driving a screw via a precision reduction gearbox. The speed of the motor was monitored by a tachogenerator. The output of this was fed to electronic control circuitry providing the current for the motor, forming a negative feedback loop giving constant speed control over about a 1000:1 range.

The screw was connected to a trolley by means of a recirculating ball nut. The trolley was mounted on cylindrical slides with PTFE bearing pads. As the screw was rotated by the motor, the nut drove the troliey slowly along the slides. The range of speeds was $0.01 \mathrm{~mm} / \mathrm{s}$ to $10 \mathrm{~mm} / \mathrm{s}$. This range could be expanded by changing the gear wheels in the gearbox.

A shallow, stainless steel trough was mounted on top of the trolley to contain the lower sliding specimen. This specimen was held in the trough by means of a packing piece made from scrap stainless steel. The largest specimen that could be accommodated was $6^{\prime \prime} \times 1^{\prime \prime} \times 4^{\prime \prime}$.

### 2.2 The loading arm

The upper sliding specimen was fastened in a stainless steel chuck mounted on a loading arm (figs. 2.3 and 2.4). This loading arm was designed by Dr A. N. Syrop (25) and the author.

The loading arm consisted of a cantilever spring with strain gauges mounted on it to measure its deflection. There was an arrangement for clamping the cantilever at various points along its length in order to vary its stiffness.

The whole loading arm was free to rotate in a vertical plane



Fig. 2.4 The head of the loading arm, the chuck, the accelerometer and the specimen trough
(cf. figs. 2.4 and 2.1 ) so that the specimen in the clamp could be loaded against the specimen in the trough. The load was applied by means of weights on the end of a piece of thread tied to the free end of the loading arm. This thread was about a meter long and its purpose was to ensure that the loading weights were horizontally decoupled from the loading arm, thus not affecting its inertia. To vary this inertia, weights could also be clamped directly onto the arm itself.

The point of contact between the specimens was co-linear with the axis of the cantilever. This was to minimise torsion in the cantilever.

The whole loading arm could be moved backwards and forwards (perpendicular to the direction of sliding) and clamped so that several wear tracks could be made on the same lower specimen.

### 2.3 The measuring and recording system

The strain gauges on the cantilever were used to measure the displacement of the top slider ( $x$ in equation 5). They were wired in
a bridge (fig. 2.5). They had a nominal resistance of $120 \Omega$ and were rated at 25 mA . This meant that the power supply had to provide 50 mA at 6 V . The circuit diagram of the supply used is given in appendix 2, p.155.


Fig. 2.5 Strain gauge circuit
The advantage of the bridge connection shown was that it was sensitive to horizontal bending but not to compression, tension, torsion or vertical bending.

The output from the bridge was recorded on an ultra-violet recorder. This device had the advantage that it produced a continuous record and had a fairly high frequency response (up to a few hundred Hz ).

The accelerations during stick-slip ( $\ddot{x}$ in equation 5 ) were measured by means of an accelerometer attached to the arm. As this device was piezo-electric, it required an amplifier with a very high input impedance in order to give faithful readings. Such amplifiers are called charge amplifiers as they draw a very small current (fractions of a pA ) from whatever is connected to their input. One was constructed (circuit diagram appendix 2, p.155) for use with the accelerometer. The output of the charge amplifier was connected to a second channel on the $U . V$. recorder. The whole arrangement is shown in fig. 2.6.


Fig. 2.6 Electrical measurements on the experimental rig

### 2.4 Calibration

Before experimentation could begin, it was necessary to calibrate the strain gauges and the accelerometer/charge amplifier and to measure the constants $k$ and $M$ in equation 5 .

To calibrate the strain gauges and to measure $k$, the arm was pulled sideways by weights on a thread running over a pulley (fig. 2.7). The pulley ran on a ball-race to minimise friction.


Fig. 2.7 Calibrating the loading arm
A linear variable displacement transducer (LVDT) was also connected to the arm and its output was monitored on a voltmeter. An explanation of the workings of an LVDT is given in appendix 2 , p. 156 .

The apparatus was switched on and allowed to warm up for ten minutes. The paper drive on the recorder was turned on for a few seconds with no weight on the thread to give a zero reading. The LVDT was adjusted to read 0 volts.

Weights were then added in 100 or 200 gram intervals. After each weight had been added, the U.V. paper drive was turned on for a few seconds and the voltage from the LVDT was recorded.

The resulting staircase on the recorder paper was measured with a rule and the results are recorded in table 2.1

| TABLE 2.1 |  |  |  |
| :--- | :---: | :---: | :---: |
| LVDT 0/p | Load | U.V. Deflection | Actual Deflection |
| (Volts) | $(\mathrm{g})$ | $(\mathrm{mm})$ | $(\mathrm{mm})$ |
| 0.18 | 100 | 2.0 | $5.64 \times 10^{-2}$ |
| 0.27 | 200 | 2.5 | $8.46 \times 10^{-2}$ |
| 0.52 | 300 | 4.5 | $1.63 \times 10^{-1}$ |
| 0.94 | 500 | 8.5 | $2.96 \times 10^{-1}$ |
| 1.34 | 700 | 12.0 | $4.20 \times 10^{-1}$ |
| 1.82 |  |  |  |

The figures for the actual deflection of the loading arm are calculated from the LVDT voltages. The LVDT produced an output of 3.192 volts $/ \mathrm{mm}$.

Graphs were plotted of U.V. recorder galvanometer deflection against actual deflection and of load against actual deflection (fig. 2.8).

The gradient of the first line was the scaling factor that had to be applied to the recorder output of $x$ vs. $t$. The gradient of the second was $k$ (see equation 5 ).

A powerful audio oscillator and an electromagnetic vibrator were used, in conjunction with the LVDT, to calibrate the accelerometer/charge amplifier combination.



Fig. 2.9 Accelerometer/charge amplifier
calibration
The oscillator was used to drive the vibrator at a variety of frequencies. Both the accelerometer and the LVDT were connected to the output of the vibrator and the signals from both were displayed on a double beam oscilloscope (fig. 2.9).

The peak-to-peak voltages of each signal were then tabulated against frequency (table 2.2).

If the displacement was of the form

$$
\begin{equation*}
x=a \sin \omega t \tag{17}
\end{equation*}
$$

The acceleration is

$$
\begin{equation*}
\frac{d^{2} x}{d t^{2}}=-a \omega^{2} \sin \omega t \tag{18}
\end{equation*}
$$

x peak-to-peak would be 2 a
$\frac{d^{2} x}{d t^{2}}$ peak-to-peak would be $2 a w^{2}$

| TABLE 2.2 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :--- | :--- | :---: |
| Frequency | LVDT o/p | Accelerometer/charge <br> amplifier o/p <br> $\mathrm{mV} \mathrm{p-p}$ | Displacement | Actual <br> Acceleration |  |  |
| 10 | 62.8 | 3000 | 6 | 0.940 | 3710 |  |
| 15 | 94.3 | 2600 | 18 | 0.815 | 7239 |  |
| 25 | 157.0 | 1600 | 50 | 0.503 | 12398 |  |
| 50 | 314.2 | 360 | 60 | 0.113 | 11141 |  |
| 75 | 471.2 | 150 | 90 | 0.047 | 10426 |  |
| 100 | 628.3 | 90 | 80 | 0.028 | 11042 |  |

As can be seen, the tabulated values of acceleration vs. voltage (table 2.3) are frequency dependent.

| TABLE 2.3 |  |
| :---: | :---: |
| Frequency | (Accelerometer/charge amplifier o/p)/ <br> (Actual acceleration) <br> $(\mathrm{mV}) /\left(\mathrm{mms}^{-2}\right)$ |
| 10 | $1.617 \times 10^{-3}$ |
| 15 | $2.487 \times 10^{-3}$ |
| 25 | $4.033 \times 10^{-3}$ |
| 50 | $5.386 \times 10^{-3}$ |
| 75 | $8.632 \times 10^{-3}$ |
| 100 | $7.245 \times 10^{-3}$ |

A graph of these values is given in fig. 2.10. As can be seen, the sensitivity drops off at low frequencies, despite the high input impedence of the charge amplifier. The mean of the values above 50 Hz is $7.087 \times 10^{-3} \mathrm{mV} / \mathrm{mms}^{-2}$ and the standard deviation is $1.33 \times 10^{-3} \mathrm{mV} / \mathrm{mms}^{-2}$. It was decided to use these values as the acceleration/deceleration cycle of most of the stick-slip studied took about 0.02 of a second or less.

The speed of the trolley ( $V_{0}$ in equation 5) for various settings of the motor controller was established by means of a

dial gauge and a stop watch.

It was also necessary to obtain a figure for $M$ in equation 5 . Tlio desired figure would be some combination of the mass and moment of inertia of the chuck assembly and the cantilever that could not be determined by simple weighing. However, the resonant frequency for small oscillations of a spring and mass system is given by the equation:-

$$
f=\frac{1}{2 \pi} \sqrt{\frac{k}{M}} \ldots \ldots \ldots(19)
$$

$k$ was known. $f$ was found by gently tapping the chuck assembly with the rubbing surfaces separated and turning on the U.V. recorder paper drive for a few seconds, the number of oscillations in that time giving a value for $f . M$ could thus be calculated.

### 2.5 Experimental preparation

The lower sliding surface used in the tests was stainless steel (EN58b) ground and then abraded with 400-grade emery paper (25). The upper sliding component was a peg of EN58b machined to a frustum of a cone (fig. 2.11), the area of the flat being $1 \mathrm{~mm}^{2}$ (see Chapter Five). This was again abraded with 400-grade emery paper.


Fig. 2.11 The peg slider
Both the sliding components were cleaned and de-greased in refluxing toluene for about an hour prior to any experiment.

All the electronic equipment in the apparatus was switched on at least ten minutes before the start of an experiment to ensure that it reached thermal equilibrium, so minimising drift.

After cleaning, as previously described, the lower and upper specimens were placed in the trough and clamped in the loading arm chuck respectively. In the latter case, some care was taken to clamp the peg with its face as parallel as possible to the lower surface

The weight was attached to the end of the thread on the loading arm to give the desired load and the arm was gently lowered until the two surfaces came into contact. The motor controller was adjusted to give the desired trolley speed. The U.V. recorder paper drive was turned on, followed by the Bowden-Leben motor. A typical recorder trace resulting from such a procedure in fig. 2.12.

As can be seen, there is some 50 Hz mains interference on the traces. This was despite careful screening of all the electronic apparatus. This problem could be overcome to a certain extent by considering the envelope of the 50 Hz oscillation to be the desired curve.

### 2.7 Curve digitisation

The experimental traces had to be digitised as the first stage of solving equation 5 by computer. A DMAC digitising table was available and was used for this purpose.

The table was connected to a standard card-punching machine. The desired values of $X$ and $Y$ were punched in I4 format; this meant that ten values of $X$ and $Y$ could be recorded on one eighty-column card. The digitising area of the table was 1 m square. With fourfigure accuracy ( $0-9999$ ) this gave a resolution of 0.1 mm , which


Fig. 2.12 Typical U.V. recorder output
was less than the thickness of tho line produced by the U.V. recorder. The recorder output to be digitised was taped to the table after being moved so that the $Y$ values of two points ( $a$ and $b$, fig. 2.13) on the trace, as displayed on the digitiser, were the same.


Fig. 2.13 Digitisation of experimental data

This ensured that the trace was parallel to the digitising table datum.

Two orthogonal lines 100 mm long were drawn from the origin of the trace, $X_{0}, Y_{0}$, to the points $X_{1}, Y_{1}$ and $X_{2}, Y_{2}$.

These points were digitised first to give a scale to the traces. The digitiser was then moved slowly along the curves, the points during the slip portion of the curve being particularly closely spaced as this was the most important section of the data. A listing of the data from a typical trace is given in table 2.4.

The first card was punched with an identifier consisting of the month and day that the experiment was performed and a number indicating which of that day's experiments the data represented. For example, 2/5*10 would be the tenth experiment conducted on the fifth of February. Values of $V_{0}, k$ and the resonant frequency, $f$, of the system (to determine the true value of $M$, see $p .48$ ) made up the second data card, along with scaling factors, controling flags etc.

The processing of these data is described in the next chapter.

[^0]Table 2.4 Typical data

## CHAPTER THREE

THE COMPUTER PROCESSING OF EXPERIMENTAL DATA

### 3.1 Objectives

Equation 5, derived in Chapter One, was:-

$$
\mu\left(\dot{x}-v_{0}\right)=\frac{k x+M \ddot{x}}{L} \ldots \ldots \ldots(5)
$$

It was pointed out that the characteristics of the function $\mu\left(\dot{x}-V_{0}\right)$ determine the nature of stick-slip in a sliding system. Equation 5 can be solved for this function. $L$ was known. $M, k$ and $V_{0}$ could be measured as has been previously described. $x$ and $\ddot{x}$ were recorded on the $U . V$. recorder. This leaves the function, $\mu$, and the velocity of the slider, $\dot{x}$, as unknowns. $\dot{x}$ might be found by differentiating $x$ or integrating $\ddot{x}$, enabling equation 5 to be solved numerically for $\mu$. Ideally, $\mu\left(\dot{x}-V_{0}\right)$ would be displayed as a graph against $\dot{x}-V_{0}$.

### 3.2 The computer system

The computer available for use by the author (the Imperial College CDC6400/CYBER174) had an interactive graphics facility with an option of microfilm hardcopy. A programme stored permanently on disc could be run interactively on a special VDU capable of displaying, in addition to normal alphanumeric data, graphs or pictures generated by subroutines in the programme, or by standard library subroutines called from the programme. One library subroutine, when called by the user, would take the graphical information displayed on the
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screen and transmit it along a land line to the microfilm plotter at the University of London Computer Centre. The microfilm hardcopy thus produced forms the basis of all the computer graphics in this thesis, with the exception of the frontispiece, which was drawn on the Kingmatic plotter at Imperial College.


### 3.3 Data input

The solution of equation 5 requires values of $V_{0}, k, M, x$ and $\ddot{x}$ to be in consistent units. The order of the amplitude of most of the stick-slip studied was about 1 mm . Consequently, the millimeter was chosen as a convenient length standard; so $x$ was in $m m$, $\ddot{x}$ was in $\mathrm{mms}^{-2}, V_{0}$ in $\mathrm{mms}^{-1}, M$ in $k g$ and $k$ in $\mathrm{Nmm}^{-1}$.

First of all it was necessary to convert the digitised results into actual values in $\mathrm{mm}(x)$ and $\mathrm{mms}^{-2}(\ddot{x})$. Another problem also had to be overcome. As the two curves were digitised consecutively, the values of the abcissae (time) on each curve did not necessarily coincide with those on the other. This meant that interpolation had to be performed on one curve to ensure its values of $t$ coincided with those on the other. It was decided to retain the values of $t$ on the acceleration curve and to use these to interpolate on the displacement curve. This course was chosen as the displacement curve had more gentle gradients and gradient changes than the acceleration curve (see results - Chapter Four) and consequently interpolation upon it was more likely to be accurate.

It was decided to incorporate the conversion of the digitised data into actual values of $x$ and $\ddot{x}$ and the interpolation into a data preparation programme separate from the main programme for the solution of equation 5. A flow diagram of this data preparation programme is given in appendix l, p. 134 .

As is mentioned in section 3.1, all the variables in equation 5 were known except $\dot{x}$ and the desired answer, $\mu\left(\dot{x}-V_{0}\right)$. After reading in the experimental data the first computation required was the derivation of $\dot{x}$ as a function of time, either by the integration of $\ddot{x}$ or by the differentiation of $x$.

There are advantages and disadvantages to both of these methods. Consequently, the programme was written so that either method could be chosen.

## 3.4a) Integration

To integrate the $\ddot{x}$ curve, the programme fitted a parabola to each point on the $\ddot{x}$ curve and summed the area under it (fig. 3.1).


Fig. 3.1 Parabola fitting on $\ddot{x}$ curve

The parabola fitted was of the form:-

$$
f(t)=a t^{2}+b t+c \ldots \ldots .(20)
$$

(See appendix 1 for a listing of the fitting subroutine.)
The area under the parabola between $t_{n-1}$ and $t_{n}$ being:-
$A_{n}=\frac{a\left[\left(t_{n}\right)^{3}-\left(t_{n-1}\right)^{3}\right]}{3}+\frac{b\left[\left(t_{n}\right)^{2}-\left(t_{n-1}\right)^{2}\right]}{2}+c\left[\left(t_{n}\right)-\left(t_{n-1}\right)\right] \ldots$

As $n$ was incremented from 1 to the value at the end of the $\ddot{x}$ curve, the running total of $A$ approximated well to the area under the curve.

The first value of $\dot{x}$ had to be known and added onto the integral as a boundary condition. This value of $\dot{x}$ would normally be the trolley velocity, $V_{0}$, as the digitisation started at the beginning of the curves, where the two sliding surfaces had no relative motion.

The advantage of the integration method of finding $\dot{x}$ was that it was insensitive to small, random digitising errors in $\ddot{x}$, as these did not make a great deal of difference to the area under the curve.

The disadvantage of this method was that it was very sensitive to systematic errors in $\ddot{x}, i . e$. an offset. When a small offset was present on the integrand, a ramp was superimposed upon the integral. This problem was overcome to a certain extent by starting and ending the digitising on a portion of the curve where the slider was stuck. At these points the slider had a velocity of $V_{0}$. The integration subroutine subtracted the final from the initial values of $\dot{x}$. This difference represented the area under the $\ddot{x}$ curve contributed by the erroneous offset (fig. 3.2).

This difference was then divided by the total time of the data sample, $T$, to give the value of the offset. This value was subtracted from the $\ddot{x}$ curve and the curve was re-integrated, the error being thus corrected (55).



Fig. 3.2 The effect of an offest on the $\ddot{x}$ curve

## 3.4b) Differentiation

To differentiate the $x$ curve a parabola was fitted to consecutive points as before (fig. 3.3).

The gradient of the parabola was:-

$$
\begin{equation*}
\dot{x}_{n}=\left(\frac{d x}{d t}\right)_{n}=2 a\left[t_{n}\right]+b \tag{22}
\end{equation*}
$$

The advantage of this method is that, unlike integration, it is not sensitive to systematic errors. The disadvantage is that random errors are transmitted to the $\dot{x}$ curve (fig. 3.4).


Fig. 3.3 Fitting a parabola to the $x$ curve


Fig. 3.4 The effect of digitising errors on the $x$ curve

This problem always occurs when a signal with scatter is differentiated.

## 3.4c) Comparison of the two methods

Figures 3.5 and 3.6 show typical displacement vs. time and acceleration vs. time graphs for stick-slip. Figure 3.7 shows the result of integrating fig. 3.6 by the method previously described and fig. 3.8 shows the result of differentiating fig. 3.5.

24/5*8


Fig. 3.5 Displacement vs. time


Fig. 3.6 Acceleration vs. time


Fig. 3.7 Integration of fig. 3.6


Fig. 3.8 Differentiation of fig. 3.5

As can be seen, despite the fact that the integrated curve starts and ends at the same value of $\dot{x}$, a large error is superimposed upon it. Consequently, it was decided that differentiation was the best method of obtaining the function $\dot{x}$ vs. $t$ and this method was used to produce all the results shown in Chapter Four.

### 3.5 The solution of equation 5

Equation 5 was:-

$$
\mu\left(\dot{x}-v_{0}\right)=\frac{M^{\ddot{x}}+k x}{L} \ldots \ldots \ldots \ldots(5)
$$

The computer solved this equation for $\mu$ as a function of time. It had previously calculated $\dot{x}$ vs. $t$ and could therefore plot a graph of $\mu$ against $\dot{x}-V_{0}$. The programme also plotted graphs of $\ddot{x}, \dot{x}$ and $x$ against $t$ as it progressed through the analysis. A full listing and flow diagram of the programme are given in appendix 1.

## CHAPTER FOUR

## EXPERIMENTAL RESULTS

### 4.1 A typical experimental result

Figure 4.1 a, $b$ and $c$ give typical curves for displacement, velocity and acceleration during two cycles of stick-slip. When these were analysed by the programme described in Chapter Three and Appendix One, the friction-velocity curve shown in fig. 4.1d was found.

As can be seen, these results produced the same looped characteristic as those of Sampson et al. (14) and Brockley and Ko (15). The two cycles follow similar paths. The friction rose to a high, static value of about 0.23 and, as relative motion started, it dropped gradually, reaching a value of about 0.18 at the maximum relative velocity of $8 \mathrm{mms}^{-1}$. As the slider decelerated, friction continued to fall, reaching a value of about 0.1 just as relative motion ceased and the system stuck again.

### 4.2 Varying the input speed

Figures 4.2, 4.3 and 4.4 show the effect of increasing the lower slider velocity ( $V_{0}$ in equation 5 ) to $0.7 \mathrm{mms}^{-1}, 1.0 \mathrm{mms}^{-1}$ and $2.0 \mathrm{mms}^{-1}$ respectively in the experiment described above. The number of cycles used depended upon the size of the chart that could be placed on the digitising table (see Chapter Two) and the paper speed used for recording the results on the U.V. recorder.


Fig. 4.la
$x$ vs. t
$V_{0}=0.5 \mathrm{~mm} / \mathrm{s}$
$L=3 \mathrm{Kg}$
$\mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}$


Fig. 4.1b
$\dot{x}$ vs. $t$

Fig 4.1 c
"̈ vs. $t$

Fig. 4.1d $\mu$ vs. $\dot{x}-v_{o}$


Fig. 4.2a x vs. t


Fig. 4.2b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$
$\mathrm{V}_{\mathrm{o}}=0.7 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=3 \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}$


Fig. 4.3a $x$ vs. $t$


Fig. 4.3b $\mu$ vs. $\left(\dot{x}-V_{0}\right)$
$V_{0}=1.0 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=3 \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}$


Fig. 4.4a $x$ vs. $t$



Fig. 4.5a $x$ vs. $t$


Fig. 4.5b $\dot{\mathrm{x}}$ vs. t

$$
\mathrm{V}_{\mathrm{o}}=5.2 \mathrm{~mm} / \mathrm{s} \quad \mathrm{~L}=3 \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}
$$

In all cases, the friction-velocity characteristics are substantially similar. Note that the high friction, just prior to sliding, in the slowest case (fig. 4.1b), is slightly higher than the others. This could well be due to the effect of stick time (see, for example, Rabinowicz (21) ) as discussed in Chapter One, section 1.3. Note also that the shape of the oscillation at the peak and especially the trough is more rounded in the fastest case (fig. 4.4a) than the others, and is just starting to become quasiharmonic (fig. 1.8, Brockley (17)).

The amplitude is also smaller than in the other cases, lending support to the idea of critical velocity (Brockley (18), and Banergee (19) ). Figure 4.5 shows the results for a high value of $V_{0}\left(5.2 \mathrm{mms}^{-1}\right)$. After the first cycle, the motion becomes similar to the quasi-harmonic oscillation of Brockley. This can probably be more easily seen on fig. 4.5 b , the $\dot{x}$ vs. $t$ trace. The motion is rather irregular. This may be caused by the occurrance of some momentary adhesion in the sliding contact (Brockley's results were for blotting paper sliding on steel. Adhesion would not be expected between these materials.).

### 4.3 Varying the stiffness

Figure 4.6 shows the stick-slip that resulted from an experiment conducted under conditions similar to those of fig. 4.1, except that the stiffness of the cantilever was halved.

As would be expected, the peak value of displacement is greater than previously and the velocities and accelerations are not as great; furthermore, the amplitude has decreased. There are two possible explanations for this. One follows from the fact that the relative sliding velocities involved were less than in fig. 4.la. Consequently, the kinetic energy of the top slider at the point

.Fig. 4.6a x vs. $t$

where deceleration started ( $P_{2}$, fig. l.3) was also less and friction may have dissipated all the energy more quickly. The other possibility is that, as the two sets of experiments were conducted one after the other on the same specimens, more material had condensed onto the surfaces in the second case, thus altering the friction-velocity curve (fig. 4.6b). As can be seen, the peak friction coefficient, just before sliding started, was about 0.14, whereas in fig. 4.1d it was about 0.23. This was despite the fact that the two surfaces had remained stuck for 0.7 seconds longor in fig. 4.6a than in fig. 4.1a, and it would be expected that longer stick times would give higher friction (Rabinowicz (21) ). If a thicker, low shear, adsorbed film were present (Green and Brockley (26) ), however, this behaviour would be likely.

Also, the friction-velocity curve in the second case (fig. 4.6b), though looped in a similar manner to figure 4.1d (but with rather more scatter), shows much less of a drop in friction with sliding. This is consistent with the presence of a shear film with ordinary viscous characteristics (i.e. force increasing with shear rate) interfering with the expected frictionvelocity characteristic (force decreasing with shear rate).

Figures $4.7,4.8$ and 4.9 show the effect of increasing lower slider velocity, $V_{0}$ to $0.7 \mathrm{mms}^{-1}, 1.0 \mathrm{mms}^{-1}$ and $2.0 \mathrm{mms}^{-1}$ respectively. Note that, as before, the stick-slip becomes more rounded at higher values of $V_{0}$ (fig. 4.9a). The amplitude increases before decreasing as expected from the previous results and from Brockley (26). This might have been caused by the adsorbed film's being wiped off as the experiment progressed. The peak friction (figs. 4.7b, 4.8b and 4.9b), before the start of sliding, also rises then falls.

-Fig. 4.7a $x$ vs. $t$



Fig. 4.8a x vs. t


Fig 4.8b $\mu$ vs. $\left(\dot{x}-V_{0}\right)$
$\mathrm{V}_{\mathrm{o}}=1.0 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=3 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}$

.Fig. 4.9a x vs. t


Fig. 4.9b $\mu$ vs. $\left(\dot{x}-V_{o}\right)$
$\mathrm{V}_{\mathrm{o}}=2.0 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=3 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}$
friction rising to a high, static value and then falling with increasing relative velocity and continuing to fall with decreasing relative velocity, beginning to riso again only at vory low rolative velocities just before sticking.

### 4.4 Varying the load

All the above experiments were conducted with a horizontally decoupled load of 3 kg forcing the specimens together. Figures 4.10, $4.11,4.12$ and 4.13 show the results of experiments conducted under similar conditions to those in figures 4.1, 4.2, 4.3 and 4.4 respectively, except that the load was doubled to 6 kg .

As might be expected, the peak displacements have just about doubled. The frequency has halved. Again, this is predictable as the spring has to stretch twice as far when the surfaces are stuck to generate a force sufficient to overcome the greater friction force.

The friction-velocity curves (figs. 4.9b, 4.10b, 4.1lb and 4.12b) again show the looped characteristic and the actual values of friction along them correspond quite well to the earlier graphs (figs. 4.ld, 4.2b, 4.3b and 4.4b). There is a digitising error on fig. 4.10a that has caused the negative velocity spike on the fric-tion-velocity characteristic (fig. 4.lOb). The rest of the curve will be unaffected by this small error. Note particularly the cycles in figs. 4.10b and 4.11 b which have only attained a peak velocity of about $8 \mathrm{mms}^{-1}$, and compare these with figs. 4.1d and 4.3b respectively.

The effect of high load with low stiffness is shown in figs.
4.13, 4.14, 4.15 and 4.16. These correspond to values of $V_{0}$ of $0.5,0.7,1.0$ and $2.0 \mathrm{mms}^{-1}$ respectively.

As before, the displacements are about double those under


Fig. 4.10a x vs. t


Fig. 4.10b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$

$$
\mathrm{v}_{\mathrm{o}}=0.5 \mathrm{~mm} / \mathrm{s} \quad \mathrm{~L}=6: \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}
$$



Fig. 4.1la x vs. $t$


Fig. 4.1lb $\mu$ vs. $\left(\dot{x}-V_{0}\right)$

$$
\mathrm{v}_{\mathrm{o}}=0.7 \mathrm{~mm} / \mathrm{s} \quad \mathrm{~L}=6 \mathrm{Kg}=\mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}
$$



Fig. 4.12a x.vs. t


Fig. 4.12b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$

$$
V_{0}=1.0 \mathrm{~mm} / \mathrm{s} \quad L=6 \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}
$$



Fig. 4.13a $x$ vs. $t$


$$
\begin{aligned}
& \text { Fig. } 4.13 \mathrm{~b} \mu \text { vs. }\left(\dot{x}-v_{o}\right) \\
& v_{0}=2.0 \mathrm{~mm} / \mathrm{s} \quad L=6 \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}
\end{aligned}
$$


.Fig. 4.14a x vs. t


Fig. 4.14b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$
$V_{0}=0.5 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=6 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}$


Fig. 4.15a $x$ vs. $t$


Fig. 4.15b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$

$$
\mathrm{V}_{\mathrm{o}}=0.7 \mathrm{~mm} / \mathrm{s} \quad \mathrm{~L}=6 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}
$$



Fig. 4.16a x vs. $t$


Fig. 4.16b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$
$\mathrm{V}_{\mathrm{o}}=1.0 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=6 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}$


Fig. 4.17a x vs. t


Fig. 4.17b $\mu$ vs. $\left(\dot{x}-v_{0}\right)$

$$
V_{0}=2.0 \mathrm{~mm} / \mathrm{s} \quad \mathrm{~L}=6 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}
$$

low load (figs. 4.5a, 4.6a, 4.7a and 4.8a), and the displacement curves become progressively more rounded and reduced in amplitude as the velocity, $V_{0}$, increases. The friction-velocity curves show the looped characteristic seen before.

Again, the peak friction seems lower in the low-stiffness cases than in the higher ones and, as before, the high-stiffness runs were done immediately after cleaning and the low. stiffness runs were done after ten or twenty minutes' exposure to the atmosphere. To see if this was an effect of the time after cleaning, the order was reversed, low-stiffness runs being done immediately after cleaning and high-stiffness runs being done after exposure to the atmosphere. The results are shown in figs. 4.18 and 4.19 (low stiffness, $V_{0}=0.7$ and $1.0 \mathrm{mms}^{-1}$ ) and 4.20 and 4.21 (high stiffness, $V_{0}=0.7$ and $1.0 \mathrm{mms}^{-1}$ ).

As can be seen, the overall friction is higher than before, and the stick-slip is less regular. This could be caused by differences in atmospheric humidity or some other uncontrollable variable (Antoniou (9) found that an r.h. of over $70 \%$ could stop stick-slip completely in some circumstances). The friction at low stiffnesses is still lower, however, than that at high stiffnesses. At low stiffness the rate of application of shear force, $\dot{F}$, is smaller than at high stiffness (see Green and Brockley (26), and in Chapter One), so this behaviour is consistent with their findings. If this explanation is correct, it means that the hydrocarbon layer on the surfaces, condensed from the atmosphere, must build up quite fast. As all the experiments were, of necessity, conducted in a laboratory where a great number of oils and lubricant additives were handled, some at elevated temperatures, the ambient air probably contained a large amount of the vapour of such substances.


Fig. 4.18a $x$ vs. $t$


Fig. 4.18b $\mu$ vs. $\left(\dot{x}-V_{0}\right)$
$\mathrm{V}_{\mathrm{o}}=0.7 \mathrm{~mm} / \mathrm{s} \quad \mathrm{L}=3 \mathrm{Kg} \quad \mathrm{k}=9 \mathrm{~N} / \mathrm{mm}$


Fig. 4. 19a x vs. $t$



Eig. 4.20a $x$ vs. $t$


Fig. 4.20b $\mu$ vs. $\left(\dot{x}-v_{o}\right)$

$$
v_{0}=0.5 \mathrm{~mm} / \mathrm{s} \quad L=3 \mathrm{Kg} \quad \mathrm{k}=17.1 \mathrm{~N} / \mathrm{mm}
$$



Fig. 4.2la x vs. $t$


### 4.5 Discussion

The variation of friction with velocity in all the above tests shows the same looped characteristic seen by Brockley and Ko (15) and Sampson et al.


Fig. $4.22 \mu$ vs. $\dot{x}-v_{0}$


Fig. 4.23 Displacement vs. time

The friction rises to a high, static value ( $\mathrm{D}_{\mathrm{a}}$ in fig. 4.22) and falls gradually as the relative sliding velocity grows ( 3 , in fig. 4.22). It continues to fall as the relative sliding velocity decreases, instead of retracing the same path that occurred during acceleration. Figure 4.23 shows equivalent points to fig. 4.22 on the displacement vs. time graph.

What is the physical explanation for this behaviour? Consider, first of all, the fall in friction with increasing velocity. Tolstoi (27) has shown that surfaces separate with increasing relative velocity during stick-slip (fig. 1.12), and Elder and Eiss (28) (fig. 1.14) have shown that impeding this movement decreases, and can eliminate, stick-slip.

If two rough surfaces separate by some mechanism, the degree of asperity interaction, the real area of contact, and any viscous forces will all be reduced. Presumably this would cause the fric-
tion coefficient to fall. If the two surfaces were then to move back together as the relative sliding velocity decreased, the friction would retrace itself. This does not occur. If it is assumed that the actual mechanism of friction is the same during deceleration as acceleration (and there is no reason why it should not be so), then, ex hypothesi, the surfaces must retain, or possibly slightly increase, their acceleration acquired separation during deceleration, coming closer again only at very low relative velocities just prior to sticking ( point [5] fig. 4.22). Tolstoi's curves are not sufficiently detailed for this to show.

One possible reason for the surfaces' taking a finite time to fall together is simple inertia. Tolstoi gives an observed maximum separation of $0.5 \mu \mathrm{~m}$. Accelerating under gravity it would take the surfaces about 3 ms to fall this far. The time of deceleration dyring the above experiments was always at least ten times this, so an additional factor is required.

One possibility is the time taken for the surfaces to squeeze out the intervening film of air or adsorbed hydrocarbons. A colleague of the author's, N. W. James, has written a computer programme to predict the behaviour of an elastic ball falling a small distance against a plate through a film of oil (56). This programme was run with air as the intervening medium and with two flats instead of a ball and a flat. The viscosity of air is so slight ( $1.78 \times 10^{-5} \mathrm{Nsm}^{-2}$ ) that the equations were ill-conditioned and could not be propagated by using other than a very small timestep. This meant that it was not possible to solve the problem for more than the first few microseconds of fall without using an excessive amount of computer time. All problems of this nature produce a curve of separation, $h$, against time of the form shown in fig. 4.24.


It was only possible to derive this curve up to $T_{1}$ (the dotted line). Extrapolating the gradient at this point (chain line) gives a very pessimistic figure of 20 ms for $\mathrm{T}_{2}$, the time to actual contact. It must be realised that this does not allow for any effect of roughness, both on the diffusion of air out of the contact area (57) (58) and in supporting the falling top slider by increasing asperity contact. All these shortcomings mean that the figure of 20 ms must be regarded as a very approximate and conservative minimum. Despite this, it is of the same order of magnitude as the time taken for the surfaces to decelerate. The presence of air and adsorbed hydrocarbon films (26)(59) also introduces another possible mechanism for the surfaces' separating, in addition to simple asperity interaction, as mentioned in Chapter One (fig. 1.13). This is the formation of microscopic, hydrodynamic films between gradually sloping asperities sliding towards one another (60) (fig. 4.25) that would tend to force the surfaces apart.


Fig. 4.25 Possible hydrodynamic film formation and pressure distribution between asperities

As in conventional hydrodynamic lubrication, the film would not be able to sustain a large negative pressure (dotted curve). in the region where the asperities were separating.

This model is also consistent with Brockley and Ko (17). If the sliding surfaces were always in relative motion during quasiharmonic stick-slip, they would possibly always be separated, to a greater or lesser extent, and the $\mu\left(\dot{x}-V_{0}\right)$ curve would not show as much hysteresis (see fig. 1.8).

One way to test this theory (59) would be to conduct stickslip experiments in a hermetically sealed container and to compare the results obtained when the container was filled with inert gas (to eliminate chemical effects) and when it was evacuated, though
even an inert gas might affect the spontaneous formation of contact welds between the clean surfaces. Facilities for conducting this type of experiment were not available.

Another possible explanation for the shope of the frictionvelocity curve has been proposed by Brockley (59) (26). If an adsorbed film had thixotropic viscosity characteristics, the shear strength would be high at the end of the stick period when the film had been undisturbed for a time, and would fall with increasing relative velocity as the film was disturbed during slip. During deceleration the film would still be disturbed and so continue to exhibit a low viscosity, giving rise to the observed hysteresis. Once stuck again, the film would recover its high viscosity during the time of stick.

Brockley's theory and that of the author are not mutually exclusive. Both mechanisms could be acting together.

If the separated surfaces are considered to be supported by a squeeze film which prevents their coming together immediately the hydrodynamic and asperity separating forces are reduced, this squeeze film could be of adsorbed viscous material as well as just air.

It was decided to write a computer model of sliding rough surfaces to see what happened if they separated with increasing relative velocity. The results are presented in the next chapter.

## CHAPTER FIVE

## a computer model of sliding friction $\dagger$

### 5.1 Preliminary requirements

In order to investigate, by computer model, what happens when rough surfaces are rubbed together, it is first necessary to do two things:-

1) Produce maps of the surfaces
2) Determine what happens when they are forced together prior to sliding

As mentioned in Chapter One, Sayles and Thomas (45), (46) and (47) have done the former and have used the model of Pullen and Williamson (36) on the maps they produced to do the latter. It was decided to duplicate their work in order to attempt to extend it to sliding.
5.2 Surface mapping
R. A. Hill of the Imperial College Lubrication Laboratory has, with the assistance of the author, devised and built a surface mapping system based on a Talysurf machine and a Digital PDP8 mini-computer. A description of this system is given in Appendix Three.

The surface to be mapped was clamped securely to a microscope stage mounted under the Talysurf measuring head. The voltage produced by the Talysurf was fed to an A.D.C. connected to one of the PDP8's input ports. An accurate quartz crystal timer was
${ }^{\dagger}$ See the Addendum. p159
also connected to the PDP8. In order to produce a map, a profile was taken on the Talysurf in the usual manner. The computer sampled the voltage produced, via the A.D.C., at regular intervals decided by the timer. It stored the results in its memory. When a complete profile was thus recorded, it was punched on paper tape by the computer. The microscope stage was then moved a small distance by means of its micrometer screw and another, parallel, profile was taken in the same manner. In this way a complete matrix of height values on a rectangular grid was built up of the area of the surface of interest.

The most time-consuming part of the whole process was the punching of the very large amount of information involved onto paper tape. It is recommended that any future mapping of this nature be stored on magnetic tape or disc. This would be much faster and considerably less prone to parity errors, punch misalignments, tears and similar problems always associated with paper tape.

The map used for this work took two days to prepare. It was taken from one of the flat, lower specimens of EN58b used for the experiments discussed in Chapter Four. The map was a 0.5 mm by 3 mm rectangle described by a 50 by 300 matrix of height values on a square grid with an element side length ( $4 x, \Delta y$ on fig. 5.1) of $10 \mu \mathrm{~m}$. This grid was about two or three times bigger than the smallest possible resolution of the Talysurf machine, and was rather finer than that used by Sayles and Thomas.

The frontispiece of this thesis is a computer drawn contour map of this data. As can be clearly seen, the direction of grinding was parallel to the longer side. Subsidiary scratches can also be seen running at an angle of about $10^{\circ}$ to this side. The surface was abraded with 400 -grade emery paper after grinding, this abrasion being done with a circular motion. It is possible that these
angled scratches are, in fact, arcs of large circles produced by the final pass of the emery paper.

The scratch running from about 5 mm up from the bottom, lefthand corner to about 75 mm from the top, right-hand corner is particularly marked and serves as a useful check on the relocation of the Talysurf at the beginning of each pass. The passes were parallel to the longer side of the map.


Fig. 5.1 Computer-drawn perspective view of $0.5 \mathrm{~mm} \times 0.5 \mathrm{~mm}$ of the map. Vertical scale $(z)$ is about 4 times the horizontal scale.

If they had not been starting at the right place, the contour map would have the appearance of a television raster with line tearing. As can be seen from this scratch this has not occurred.

Figure 5.1 is a perspective view of the left-hand 0.5 mm of the map.

### 5.3 Modelling the squeezing torether of two surface maps

It was decided to make the simplifying assumption that all asperity deformations"under load are plastic. This is realistic for newly abraded surfaces that have not run in (see, for example, Archard (34) and Pullen and Williamson (36)).

Pullen's work showed that contacting asperities were truncated at their points of contact and that the material displaced was evenly distributed throughout the rest of the solid, effectively raising the surface slightly (see fig. 1.19). For small, real areas of contact, the volume of material displacedis so small (see fig. 1.24) that this second finding may be ignored.

The Vicker's hardness of the EN58b specimen was measured and found to be $208 \mathrm{Nmm}^{-2 \dagger}$. The surface itself would, presumably, have been work-hardened by the grinding and abrading process and would therefore have a higher hardness. A figure of $280 \mathrm{Nmm}^{-2}$ was estimated as an initial assumption (61). The lower load used for the experiments described in Chapter Four was 3 kg , i.e. about 30 N . If this is to be supported by plastically deformed asperities of yield strength $280 \mathrm{Nmm}^{-2}$, the real area of contact will have to be about $0.107 \mathrm{~mm}^{2}$. This compares with an apparent area of contact of 1 mm (the area of the frustum of the cone used in experiments, see fig. 2.11).

Owing to the tediousness of its production, the surface map was only 0.5 mm wide. To increase this to 1 mm , the computer was programmed to mirror it about a longer edge. It was thought that 15,000 height values constituted a big enough statistical sample for this duplication not to matter unduly.

The first millimeter of the resulting large map was inverted in the computer (fig. 5.2).

$$
\dagger^{+} \text {This should be } \mathrm{Kgf} \mathrm{~mm}{ }^{-2} \text {. See p159 }
$$



Fig. 5.2 Inversion of part of the map
$z_{1}$ is the depth value of the lowest peak of the inverted surfaces (fig. 5.3). The value $z_{1}$ was subtracted from the inverted surface to make all its height values positive. The height of the highest peak on the lower surface, $z_{2}$, was subtracted from all the highest values of the lower surface to make them all negative. Thus, none of the surface asperities could possibly be overlapping. Consequently, the computer set the value of the real area of contact, $A$, to zero.

The computer programme then contained a loop that subtracted a small value, $\Delta z$ (set, for convenience, at $\left.\left(z_{1}-z_{2}\right) / 1000\right)$, from the top surface and scanned the arrays of the two surfaces looking for $z$ values on the top surface that were lower than $z$ values on the bottom surface. Whenever this condition occurred, the surfaces
were overlapping and $A$ was incronented by an amount $\Delta x . \Delta y$, where $\Delta x$ and $\Delta y$ were the grid lengths in the $x$ and $y$ directions. Both were equal to $10 \mu \mathrm{~m}$, so, at each overlap, $A$ was incremented by $100 \mu \mathrm{~m}^{2}$. When the arrays had been scanned, the value of $A$ was multiplied by the plastic modulus of the material, $p_{c}$ (set at $280 \mathrm{Nmm}^{-2}$ ) and the result was compared with the load under which the system was imagined to be operating, i.e. 30 N .


Fig. 5.3 Subtraction of $z_{1}$ from the upper surface and $z_{z}$ from
the lower surface
.. The computer then plotted, on microfilm, a series of small squares at the appropriate values of $x$ and $y$ to represent the microcontact. The result of one of these plots is shown in fig. 5.4. If $A . p_{C}$ was less than the load, $L, \Delta z$ was again subtracted
from the upper surface and the process was repeated until the point

$$
\begin{equation*}
\mathrm{A} \cdot \mathrm{p}_{\mathrm{c}}=\mathrm{L} \tag{23}
\end{equation*}
$$

was reached.



Fig. 5.4 The contact between the two surfaces

A problem is immediately apparent from fig. 5.4, viz: The surface was digitised with a slight tilt.

Fortunately, this was easily overcome by subtracting a least squares fit plane from the entire 0.5 mm by 3 mm map. A description of the analysis that was used for this is given in Appendix One.

When this had been done, the squashing programme was run again, and the result is shown in fig. 5.5. As can be seen, the error has been rectified.
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Fig．5．5 The contact between the two surfaces after the subtraction of the least squares fit plane

The direction of grinding（x）shows up quite clearly．
Figure 5.5 shows the contact pattern for the point where

$$
A \cdot p_{C}=L \quad \text { for } p_{C}=280 \mathrm{Nmm}^{-2} \text { and } L=30 \mathrm{~N}
$$

The University of London Computer Centre microfilm plotter had the facility for generating 16 mm sprocketed film．This meant that computer animations could be made．It was decided that it would be interesting and instructive to plot the contact patterns as the two surfaces were brought closer together onto 16 mm film to produce a moving picture of the growing contact．Fig．5．6 shows some stills from the film．The top number on the right hand side
of the frames is the total of all the $\Delta z^{\prime}$ 's that have been subtracted, in mm , i.e. the distance through which the top surface has been lowered. The lower figure is the real contact area, $A$, at any instant, obtained as previously described.

Once A has become large, as it does towards the end of the film, neglecting the second finding of Pullen and Williamson (36) (that the displaced material is evenly distributed throughout the surfaces) becomes unreliable. The contact patterns are still realistic (see fig. 1.19) but the associated values of $\sum_{\Delta z}$ must be considered questionable. The load values that these later contact areas represent, however, are very much higher than would normally be encountered in engineering design and in most friction experiments. Under them, the bulk of the material would certainly be undergoing gross plastic deformation.

The computing thus far described in this chapter forms, the first part of the friction modelling programme described in Appendix One.



Fig. 5.6b



Fig. 5.6d



Fig. 5.6f

### 5.4 Sliding

Having modelled the contact of the surfaces under static load, the final step was to determine what would happen when sliding occurred between them. To do this, equation 5 (see Chapter One) had to be solved numerically by marching it forward in time. The simplest method of doing this is the Euler technique, which consists of taking the derivatives with respect to time in an equation, multiplying them by some small timestep, and adding the result to the values of the variables corresponding to the aforementioned derivatives. Thus, new values for these variables are found after the
timestep has elapsed (fig. 5.7):

$$
\left.\begin{array}{l}
\left(\frac{d u}{d t}\right)_{1}=\tan \theta \\
\text { timestep }=t_{2}-t_{1}
\end{array}\right\} \ldots \ldots \ldots(24)
$$

$$
\begin{equation*}
u_{2}=u_{1}+\left(\frac{d u}{d t}\right)_{1} \cdot\left(t_{2}-t_{1}\right) \tag{25}
\end{equation*}
$$



Fig. 5.7 The Euler marching technique for some variable $u=u(t)$

The accuracy of this technique obviously increases as the length of the timestep decreases until it is so small that the truncation errors in the calculations start to become significant. The time taken to compute a function by this method increases with decreasing timestep, so a compromise has to be reached.

Other, more sophisticated and accurate, methods of marching differential equations foreward in time exist, notably the RungeKutta rule and various predictor-corrector techniques. The price paid for this sophistication and increased accuracy is greater central processor time in the computer.

As the sliding model had to take account of the contact between the two maps by considering 20000 height values $(10000=100 \times 100$ each surface) at each timestep it was decided, for reasons of economy, to use the fastest marching technique available, i.e. the Euler technique.

The equation of motion was:

$$
\begin{equation*}
\mu\left(\dot{x}-V_{0}\right)=\frac{M \ddot{x}+k x}{L} \tag{5}
\end{equation*}
$$

To march this equation forward to obtain $x, \dot{x}$ and $\ddot{x}$ as functions of time, the constants $k, M, V_{0}$ and $L$ had to be set and values of the variable $\mu\left(\dot{x}-V_{0}\right)$ had to be computed.

In order to obtain values for $\mu$, the simplest assumption was made, viz: The shear strength of the contact was a constant, $p_{5}$ (see equation 8, p. 29 ). Thus:-

$$
\mu \cdot L=p_{s} \cdot A \ldots \ldots \ldots(26)
$$

The computer programme could calculate $A$ as previously described, so the problem could be solved.

It will be remembered that the model was to incorporate the fact that surfaces move apart when sliding. To do this, simple linear behaviour was assumed - the surface maps moving apart by some small distance proportional to their relative velocity, $\dot{x}-V_{0}$ (fig. 5.6, equation 27).


Fig. 5.8 The separation of the surfaces with relative velocity

$$
\begin{equation*}
h=h_{0}\left(1+c \cdot\left|\dot{x}-v_{0}\right|\right) \tag{27}
\end{equation*}
$$

The value, $h_{0}$, is the separation obtained under static loading. the programme was arranged so that it could be assumed that the surfaces stayed apart once they had separated (dotted line) until
they came to rest relative to each other, when they resumed the separation $h_{0}$ (see Chapter Four). This assumption could be supressed, so that the separation of the surfaces was not decided by their past history, but just by their instantaneous relative velocity. The gradient of the separation characteristic, $c$ (fig. 5.8), could be varied.

The contact pattern, and the resulting value of $A$ and hence $\mu . L$, was thus decided by two orthogonal displacements from the starting position:-

1) The amount of sliding that had occurred
2) The degree of separation of the surfaces

### 5.5 Results ${ }^{*}$

Figures $5.9,5.10,5.11,5.12,5.13$ and 5.14 show the results ( $x$ vs. $t$ ) of setting $c$ (equation 27) to $0.0,0.001,0.005,0.01$, 0.02 and 0.04 respectively. All other variables were kept constant, and it was assumed that the surfaces remained separated during deceleration. Table 5.1 gives the values of the variables.

| TABLE 5.1 |  |
| ---: | :--- |
| $\mathrm{V}_{0}=0.2 \mathrm{mms}^{-1}$ | $\mathrm{p}_{\mathrm{c}} \dagger=280 \mathrm{Nmm}^{-2}$ |
| $\mathrm{~L}=30 \mathrm{~N}$ | $\mathrm{p}_{s}^{\dagger}=82.5 \mathrm{Nmm}^{-2}$ |
| $M=0.6 \mathrm{~kg}$ |  |
| $\mathrm{k}=12.66 \mathrm{Nmm}^{-1}$ |  |

With $c=0$, the motion is rather erratic and, as $c$ increases, the characteristic sawtooth of stick-slip emerges. In some cases, the relationship of the model to experiment is remarkable. For example, compare the slight movement labied $P$ on fig. 5.12 with the similar feature on fig. 4.lla.
${ }^{\dagger}$ These values are in error. See p159 and p168
*Resonant frequencies implied by these results are

Fig. $5.9 \times$ vs. $:$ : $=0$

Fig. $5.10 \times$ vs. $t: c=0.001$

Fig. 5.11 x vs. $\mathrm{t}: \mathrm{c}=0.005$

Fig. $5.12 \quad x$ vs. $t: C=0.01$

Fig. 5.13 x vs. $\mathrm{t}: \mathrm{C}=0.02$

Fig. $5.14 \times$ vs. $t: C=0.04$

As c increases, the stick-slip amplitude increases, as would be expected, until it is almost equal to the total displacement. Indeed, on fig. 5.14, the system overshoots. Though this behaviour does not occur in any of the results in Chapter Four there is no reason why it should not, in some circumstances, occur in real stick-slip.

With $c$ set at 0.01 , and all the other variables the same as those in Table 5.1 above, $V_{0}$ was varied. The results are shown in figures $5.15,5.16$ and 5.17 for $V_{0}=0.05,0.1$ and $0.5 \mathrm{mms}^{-1}$ respectively.

As can be seen, the model is rather unstable at low values of $V_{0}$. This is probably because the small velocity below which the surfaces were assumed to be stuck ( $0.01 \mathrm{mms}^{-1}$, see Appendix One) was too finely set.

The motion tends towards the quasi-harmonic stick-slip of Brockley and Ko (17) at high speeds. This again is similar to the behaviour observed during experiments.

Figure 5.18 shows the friction-velocity curve obtained from the result shown in fig. 5.13. Compare the curve with the experimental results in Chapter Four and also with the results of Brockley (fig. 1.7) and Sampson et al. (fig. 1.6).

The variation of $\dot{x}$ with time corresponding to fig. 5.13 is shown in fig. 5.19. Figure 5.20 shows the corresponding graph of separation, $h$, against time. For ease of computation, $h$ is, in fact, the degree by which the surfaces have been moved together from their no-contact position (see fig. 5.3). Consequently, it is seen to decrease as $\dot{x}-V_{0}$ increases. The effect of the assumption of sustained separation during deceleration can be clearly seen.

Figure 5.21 shows the stick-slip obtained when $k$ was reduced to $6.3 \mathrm{Nmm}^{-1}$ with $V_{0}=0.2$ and $c=0.02$ (cf. fig. 5.13). As can

Fig. $5.15 \times \mathrm{vs} . \mathrm{t}: \mathrm{V}_{\mathrm{o}}=0.05 \mathrm{~mm} / \mathrm{s}$

Fig. 5.16 x vs. $\mathrm{t}: \mathrm{V}_{\mathrm{o}}=0.1 \mathrm{~mm} / \mathrm{s}$

Fig. $5.17 \times \mathrm{vs}$. $\mathrm{t}: \mathrm{v}_{\mathrm{o}}=0.5 \mathrm{~mm} / \mathrm{s}$

Fig. $5.18 \mu$ vs. $\left(\dot{x}-v_{o}\right)$ : Same conditions as Fig. 5.13


Fig. 5.20 h vs. $\mathrm{t}:$ Same conditions as Fig. 5.13

Fig. $5.21 \times$ vs. $\mathrm{t}: \mathrm{k}=6.3 \mathrm{~N} / \mathrm{mm}$

be seen, the amplitude has been reduced. This concurs with the
experimental results in Chapter Four (e.g. section 4.3). The
fact that a constant, plastic shear modulus in the contact was assumed in the model indicates that the simple mechanical explanation given for the results in section 4.3 (lower amplitude caused by lower kinetic energies) is probably correct.

Figure 5.22 shows stick-slip under identical conditions, except that $c$ was set to 0.03 . As would be intuitively expected, the system is very sensitive to small variations in c.

With the load, L, doubled to 60 N , the static contact pattern shown in fig. 5.23 resulted. Again, with $V_{0}$ set to 0.2 and $c$ set to 0.02 , stick-slip of the form shown in fig. 5.24 rosulted.


Fig. 5.24 x vs. $\mathrm{t}: \mathrm{L}=60 \mathrm{~N}$
5.6 Conclusions

The computer model produces stick-slip of a very similar form to that seen in experiments. Quantitatively, the results are not porfect, but with so many constants set almost arbitrarily this is not surprising.

The fact that the model seems to be so good does not, of course, mean that the hypothesis advanced here concerning the separation of surfaces is necessarily the mechanism of stick-slip, though it makes it much more likely. Proof must wait on more experimental work.

The next chapter presents more detailed conclusions on the them oretical and experimental work, together with some suggestions for possible further research.

## DISCUSSION, CONCLUSIONS.AND SUGGESTIONS FOR FURTHER WORK

### 6.1 Experimental work

A computer programme has been developed that could be used to analyse any stick-slip experiment on any computer. The frictionvelocity characteristics that were produced in Chapter Four exhibited the hysteresis observed by other workers.

The experimental apparatus worked reasonably adequately, with the possible exception of the frequency response of the charge amplifier. This could be much improved in any further work by the use of a more expensive, commercial amplifier.

The use of the U.V. recorder and digitising table to provide data for analysis was much more efficient than putting in the results by hand (9). However, improvements could be obtained by monitoring the voltages from the strain gauges and accelerometer with an A.D.C. connected on line to a mini-computer or micro-processor.

Depending on its sophistication, this device could partially process the data (say to the extent achieved in this work by the data preparation programme - Chapter Three and Appendix. One), or. even analyse it completely and produce results in the form of graphs on an on-line plotter or V.D.U.

This would retain the versatility and accuracy offered by digital techniques, but would have the convenience of the analogue system used by Brockley and Ko (15).

The hypothesis concerning the reasons for the vertical movement
of the slider could be tested by the mothod outlined at the end of Chapter Four. This movement was not measured here, as Tolstoi's method could not be applied. He used interferometry which requires the recording of a number of interference fringes accurately. The periods of stick-slip in his work (time axis, fig. 1.12) were very large (125 seconds) so this could easily be done. For the periods of fractions of a second used in this work, however, it would be very difficult, if not impossible, to make these measurements.

It has been recently suggested (54) that an LVDT (see Appendix Two) or a Talysurf machine could be used to detect this motion (fig. 6.1).


Fig. 6.1 Measurement of vertical movement

The Talysurf (or an LVDT with a diamond stylus) would run on an optical flat attached to the top of the slider. The lower surface would have to slide on an air bearing to minimise spurious vertical movements. As the system underwent stick-slip, the vertical movement of the flat would be measured by the Talysurf. The flat could not be made absolutely parallel to the direction of sliding, so some cross-talk would occur. This could be subtracted (fig. 6.2).


Fig. 6.2 Cross-talk in the system shown in fig. 6.1

### 6.2 Theoretical work

The computer model described in Chapter Five is potentially an extremely powerful method of friction investigation. Extensions to it are limited only by the amount of computer resources available. Some possible improvements are:-

## 6.2a) Giving the maps a memory

As it stands, the model assumes that the asperities resume their original shape after being distorted. This is despite the fact that the deformation was considered to be wholly plastic. It would be possible to calculate a mean height value for each overlap when it occurred and permanently to set both heights to this. In addition, a certain amount of elastic behaviour could be modelled by having these reset height values resume some fraction of their
initial heights after they came out of contact. Junction growth (37) (38) could be modelled by having the height values just ahead (in the direction of the shearing force) of the contacts raised (reversibly or irreversibly) by some amount proportional to such things as the shear force in the contact and, perhaps, the plasticity index (44) of the whole, or a local part of, the surface.

## 6.2b) Lubricants and additives

The voids between the contacts could be assumed to be filled by a viscous medium (Newtonian or non-Newtonian). The area out of contact would be easily calculated along with an average figure for the gap between those parts of the surfaces not in contact. This viscous force could be calculated from this area and gap, the assumed viscosity characteristics and the relative velocity between the surfaces.

The average asperity slope in the direction of sliding and the gap for those sections of the map not in contact could be calculated and used, along with the fluid characteristics, to calculate the hydrodynamic separating force between the surfaces (fig. 6.3).


Fig. 6.3 Vertical force from the squeeze film

This separating force, along with the asperity contact force, the load, $L$, and mass, $M$, could be used to solve the vertical equation of motion of the slider at the same time as the horizontal equation. This would get rid of the linear assumption of separation with relative velocity.

The assumption that the contact has a constant shear strength could be dropped in favour of a more complex model. A certain fraction of the contact sites could be assumed to be covered with a low shear strength film of boundary additive or e.p. reaction products.: This film could be made to behave thixotropically (Brockley (53)) or its fraction of coverage could be made inversely proportional to stick time (a possible explanation for Dokos (22)) or proportional to out-of-contact time.

## 6.2c) Creep

In solving the vertical equation of motion, the static loading equilibrium height, $h_{0}$, could be reset every few timesteps by the same process that it is initially found.

The deformed asperities could be assumed to creep together at some rate during stick time.

## 6.2d) Multiple passes

If the surfaces retained their deformations, the maps could be reset to their initial positions after sliding, and rubbed together again with the worn surfaces. When this is done experimentally, stick-slip amplitudes are found to decrease (28) (9). This offers further support to the idea that it is the separation of the surfaces that produces stick-slip behaviour, as it would be expected that surfaces which had had flats worn on them by wear (39) would separate less under the action of sliding. It would be instructive to see if the model displayed the same behaviour.

The analysis of experimental stick-slip could be improved by using an on-line computer and analogue to digital conversion. More experimental work needs to be done on the vertical movements present in sliding systems, especially in relating them to surface topography. It might be said that friction will not be completely understood until the behaviour of lubricant, oxide and boundary shear films, and deforming asperities, can be predicted for a given pair of sliding surfaces. With the advent of large digital computers this has become realisable. It is hoped that the computer sliding model presented in this thesis constitutes a step towards this degree of understanding.

# APPENDIX ONE 

COMPUTER PROGRAMMES

## Al.1 The operating system

All the programmes written for this thesis, with the exception of the PAL surface mapping programme mentioned in Appendix Three, were in FORTRAN IV and were run on the Imperial College/University of London computer centers' CDC installations, using either the Minnesota MNF or the FTN compilers. All used single precision floating point arithmetic throughout, which, with the sixty-bit word length of the CDC computers, gave truncations after fourteen decimal places.

## Al. 2 The experimental data preparation programme

This programme had to take the digitising table data of $x$ and $\ddot{x}$ against $t$ and convert it to actual values of $x, \ddot{x}$ and $t$ in $m m, \mathrm{mms}^{-2}$ and $s$, performing an interpolation on the $x$ vs. $t$ curve so that its values of $t$ corresponded with those on the $\ddot{x}$ vs. $t$ curve (see Chapter Three).

A flow diagram for this programme is given in fig. Al.l.

## A1. 3 The experimental data analysis programme

This programme was required to take the data stored on disc by. the above programme, calculate values of $\dot{x}$ vs. $t$ and solve equation 5 for $\mu\left(\dot{x}-V_{0}\right)$. A flow diagram is given in fig. Al.2, followed by a listing.

Fig. A1.1 Flow chart of the Data Preparation programme


Fig. A1.2a Flow chart of the experimental analysis programme


Fig. A1.2b

```
            PROGRAM SUS (INPUT=1310.TAPE';:IMPUT,TAPE1=1318,TAPE2:1310.TAPEG1=13
            +10. TAPE64=1310.TAPE66=1310,OUTPUT=1310,TAPE20=1318)
```




```
    *
                                    STICK-SLIP EXPERIMEMTAL DATA ANALYSIS PROGRAMTE
    THIS PRGGRAMTE TAKES DATA FROM AN EXPERIMENT ON STICK-SLIP
        CONDUCTED, FGR EXAMPLE, ON A BOLDEN-LEBEN MMCHINE, AND SOLVES
        THE EQUATION BF MOTION OF THE SLIDER TO FIMD THE VARIATION
        OF THE COEFFICIEMT OF FRICTIJM WITH VELOCITY.
        THIS EQUATION OF MOTION IS:
                            XTPXA+XXXXXFMNXXXQ .........(1)
    LHERE
            *Y IS THE MASS OF THE SLIDER
            A IS THE ACCELERATION AT ANY INSTANT
                XX IS THE STIFFNESS OF THE RESTRAINING SPRING
                X IS THE DISPLACEFENT OF THE SLIOER AT ANY INSTANT
                FMUX IS THE FRICTION COEFFICIENT AT ANY INSTANT
                ~L IS THE NORMML FORCE SOUASHING THE SLIDING
                                    COMPONENTS TOGETHER.
```



```
        DIMENSION X(202),T(202),V(202), A (202), FMUX(202), DUTPTY (202)
        LOGICAL NC.ND,NE
        REWIND 1.2
        NE=,F.
        G=9810.
        PIEx3.141592654
    x START IMTERACTIVE GRAPHICS.......
    CALL START(2)
    x TURN ON MICROFILM HARDCOPIER.......
        CALL SHITCH (OHHARDCPYON)
        CALL MELPAGE
C = R READ IN EXPERIMENTAL DATA: ACCELERATION AND DISPLACEMENT VS. TIME.....
        CALL READERI (T,X,A,M,MC,INAME,VO,F,XX,XL,VI)
        V(1)=V1
C
= PLOT GRAPH OF ACCELERATION VS. TIHE....
    CALL GRAF (T.A.N.1.O.1OHTIME (SECS).10.17HACCELEROMETER 0,P:17.18.,1
    42.)
        CALL SMBBOL (1.,0.3..5.INAMF.0..10)
        CALL PROMPT (BHHAROCOPY,8)
        READ (5.1000) IRESP
1000 FBRMAT (A1)
        IF(IRESP.ED. IHN)GO TO 3
        NE=.T.
        CALL HARDCPY
    3 CONTIMUE
```

IF（NC）SO TO 4
x DECIDE UPON RETHOD OF GENERATION OF VELDCITY TRACE．
CALL PROTPT（5OHSHALL I GEMERATE VELOCITY OY INTEGRATION OR OIFFERE GHTIATIONISOS REAO $(5,1000)$ IRESP IF（IRESP．ED．IHI） 00 TO 4

CALL DIF（T，X，DUNTM，N）
DO $5 \quad 1=1 \cdot \mathrm{~N}$
$5 \mathrm{~V}(\mathrm{~s})=$ Durtit $(1)$
$\mathbf{C}$
$\mathbf{c}$
$\mathbf{c}$
PLOT GRAPH OF VELOCITY VS．TIME．
7 CALL GRAF（T，V．N．1．O．10HTITE（SECS），10．14HVELOCITY（TM／S）．14．18．．12．）
CALL SMEOL（1．．．0．3．．5．1NAME，0．110）
CALL PROHPT（EHHARDCOPY，8）
REAO（5．1000）IRESP
IF（IRESP．ED．IHNIGO TB 6
NEE．T．
CALL HARDCPY
COTB 6
C
C
$C$ integrate acceleration to give velocity．．．．
4 CALL IMTX（T，A，V，N）
60 TO 7
6 IF（NC） 00 TO 0
GO TO 0
x IF THERE IS NG DISPLACEMENT TRACE INTEGRATE THE VELOCITY TRACE
天 TO GIVE DISPLACEMENT．THIS IS MOT VERY RELIABLE．．．．．．．
8 CALL IMTX（T，V，X，N）
－PLOT RRAPH OF DISPLACEMENT VS．TIRE
Q CALL GRAF（T．X．M．I．O．1OHTIME（SECS）．10．16HOISPLACEMENT（PTD．16．1日．．12 +.$\rangle$

CALL SMMOL（1．00．3．．5．INAME．0．．10）
CALL PRGFPT（8HMAROCOPYOB）
REAO（5． 1000 ）IRESP
IF（IRESP．ED．IHN） 60 TO 10
NE：T．
CALL HARDCPY
$c$
$c$
$C$
10 DO 11 IxI．N
$11 V(1)=V O-V(1)$

$x+=(00 \times 1000) /.(4 . \times($ PIEXF $) \times \times 2))$
C
C
－SOLVE EOUATION（1）FOR FRICTION COEFFICIENT．．．．．．．．
DO $12 I=1 . N$
12 FMUX（I）$=(\operatorname{loman}(1) / 1000 .+x \times x \times(1)) \sim 1$
: PLOT GRAPH OF FRICTION VS. VELOCITY.........
CALL GRAF (V.FMUX,N.1.0.1 WTVELDCITY(MTMS),14.14HFRICTION COEF..14.1
+0.012.2
CALL SMBOL (1, 0.3.,5, INATE, 0..10)
CALL PROTPT (BHARRDCOPY, $\theta$ )
READ (5, 1000) IRESP
IF (IRESP.ED.IHN)GO TO 13
NEE. T .
CARL HARDCPY
$C$
$\mathbf{C}$
$\mathbf{C}$
13 LRITE (2.2000) INATE
2000 FORMAT (AIO)
WRITE (20)N
DO $141=1 . \mathrm{M}$
14 HRITE (2.)V(1) .FMUX(1)

DITENSIOM $X(202), Y(202), Y I(202)$
LOGICAL MZ
NZ2.T.
CALL PROTPT(42HSHALL I CORRECT FOR OFFSETS IN INTEGRATION,42) REAO (S. 1000) IRESP
1000 FORTMT (A1)
IF (IRESP.EQ. 1 HR NZ $=$.F.
$100011=2 . N$
$\mathbf{C}$
$\mathbf{C}$
$\mathbf{c}$
fit a paraoola to the curve and sum the area under IT........
CALL QUADINT (N,AA,BO,CC, I,X,Y,AREA)
1 YI(I) $=Y I(I-1)$ HAREA
$\mathbf{C}$
$\mathbf{C}$
$\mathbf{C}$

- RETURN IF CGRRECTION NOT REQUIRED.......

IF CNZ) RETURM
$c$
$c$
$c$

- calculate ris value of integral......
sumto.
002 i=1.N
2 SUTESUTH (YI (I) XYI (I)) SUNFSERT (SUTVFLEAT (N))
nחnחn
FIND DIFFEREMCE OETLEEN ORDINATE VALUES AT THE BEGIMNING AND END OF THE CURVE. IF THERE LERE NO ERRBR AND THE CURVE LERE A PRECISE MURER OF LAVELENGTHS LONG THIS DIFFERENCE LOULD BE O. ITS ACTUAK VALUE REPRESENTS THE SLOPE ON THE INTEGRAL CAUSED BY


## C

- A SMALL OFFSET IN THE INIEGRAND. ERROR=YI (M)-YI (1)
$C$
$C$
$C$
= IF ERROR IS LESS THAN 3 PERCEMT OF RMS VALUE RETURN..... IF (ABS (ERROR) .LT. O.03*SURD RETURN
* CALCULATE OFFSET IN IMTEGRAMD THAT IS CAUSIMG THE ERROR RAMP..... $A E R=E R R O R /(X(N)-X(1))$
- SUZTRACT OFFSET. . . . . .

003 IEI, H
$3 Y(1)=Y(1)-A E R$
$\mathbf{C}$
$\mathbf{C}$
$\mathbf{C}$

* loop back and re-evaluate integral.....

60 TO 10
END
SUDROUTINE DIF (X,Y,OY,N)

DIMENSION $X(202), Y(202)$, OY(:02)
DO 1 IEIVM
C C - FIT A PARABOLA TO THE DIFFERAND.......
CALL DUAOINT(N,AA,BB,CC, I, $X, Y, A R E A)$
$C$
$C$
$C$
$C$ CALCULATE DERIVATIVE OF PARADOLA......
I DY(I) $=2$. ㅍAAXX(I) 480
RETURN
END
SUBROUTINE READERI (T,X,A,M,MC,IMAME,VO,F,XX,X2,V1)
$C$
$C$
$C$
$C$
$C$
$C$


DIMENS IOM A (202) •X(202) •T(202)
LOGICAL MC

READ (1 - 1) IMARE
NC=.F.
1 FORTMAT(AIO)
REAO (1.)VO.F.XK, DR,V1, X(1)
 LOAO ON THE SYSTEM IN KGF. VI IS THE SLIOER VELOCITY AT THE START OF THE DATA AND $X(1)$ IS THE DISPLACEMENT AT THE START.

$A 2=(X(N M+1) \times 2-X(N N-1) \times 2)<(X(N M-1)-X(N N+1))$ A3 = $(Y(N M-1)-Y(N N+1)) /(X(N N-1)-X(N N+1))$ $A 4=(Y(N H-1)-Y(N N)) /(X(N N-1)-X(N N))$ $A A=(A 3-A 4) /(A 1-A 2)$
= COMPUTE $\times$ COEFFICIENT. OD........
B : : $A$ AX $(X(N M) \times \times 2-X(M N-1) \times \times 2)$
D $2:$ AAX $(X(M N) E X 2-X$
$B 2=Y(N N-1)-Y(N M)$
BJ=X(NN-1) $-X$ (NN)
$00=(81+82) / 83$
COTPUTE COMSTANT TERM, CC
$C C=Y(N N-1)-A A X(X(N N-1) X X 2)-80 x(X(N N$
$C$
$C$
IF (NWN.EO.-1)CO TO 88 NN $=$ MN ANMM

 AREA $=A 2-A 1$
RETURN
END


```
        00 3 1=1,10
        OB 4 J=1.100
        OB 44 K=1.100
        REAO (20,)F (J,K)
        IF (F (J,K),QT,P{)PI=F (J,K)
        IF (F (J,K).LT,VI)VI=F (J,K)
    COMTINUE
    COMTIMUE
    3 CALL URITTAS (40,F:10000,8)
uvuvuvuvuvu% uov
C
    * LOKER BOTTOH SURFACE TO MAKE IT ALL -VE.....
    DO 33 y=1.10
    CALL REEAOHS (40,F.10000, I)
    DB 55 J=1.100
    DO 6B K=1:100
    66F(J,K) =F (J,K) -P1
    55 COMTIMUE
    33 COLL WRITMS (40,F,10000, 1)
C
        OO 7 I=1,N1
        OO 7 I= i,N1
        -G(1.J)=P2-G(I,J)
    7 CONTIMUE
        V1=V1-p1
            V1=V1-p1
C
        HTHEV2-VI
        HRTY=HMV1000.
        N=1
C
        00 g I=1.1000
        HTP=-2
        H(1) =HMPPQPLBAT (1)
        CALL AREA(.F.)
        IF (PCXA.GE.DL)GO TO 10
    - COMTIML
    10 REHIMO 20
        HI=H(1)
C
    * HM IS THE GAP BETLEEN THE 'HIGHEST' VALLEY IN THE TOP SURFACE
    I MOVE SUPFACES TBGETHER UNTIL REAL CONTACT AREA IS JUST ABLE TO
    E SUPPCRT THE APPLIED LOAD.......
    20 IS THE SPRING STIFFINESS IN NNMMDX IS THE LOAD IN NO 2OY IS THE
        MASS IN KO.PC IS THE PLASTIC COMPRESSION MODULUS OF TNE MATERIALS
        MRSS IN KG,PC IS THE PLASTIC COMPRESSION MODULUS OF TNE MATERIALS INALS
        DOTH 8F THESE FICURES ARE IM MATPME2. C IS THE GRADIENT OF THE H
        VS. V CURVE. DELTA IS THE SAMPLE HIDTH OF THE MAP IN MM. VO IS THE
        SO.STANT VEO DCLTA &S THE SMER SL IDIMO SURFACE IM MPN. CONY IS
        COMSTANT VELOCITY OF THE LOWER SLIDIMG SURFACE IN MPYS. CONV IS
        THE CONVERGENCE CRITERION FOR STICKING. PIX IS A LGOICAL VARIAOLE
        THAT CONTROLS THE PLETTING OF CONTACT PATTERNS.
        REAO IN THESE MUTDERS........
        REAO (2O,) \X, )R , DOY, PC,PS, C,DEL TA,VO, ASM, CONV,PIX
    INVERT TBP SURFACE AND RAISE IT TO MAKE IT ALL +VE........
        * ANO THE LOWEST VALLEY IN THE DOTTOM SURFACE.
    * FI CONTAINS THE STATIC COMTACT PATTERN: STORE IT FBR LATER PLOTTING...
    WRITE (20)FI
```



```
C
        READ (20)FI
        XP=20.5
        YP=15.5
        D=0.
C
            CTHL DRAW
            CALL MELPAGE
C C PLOT GRAPHS OF RESULTS
            CALL GRAF (T,X,M.1.D.1OHTIME (SECS).10.18HOISPLACEMENT(MPD.16.18.112
        +0)
            CALL CRAF (T,N0,N,1,O.1OHTIME(SECS),10.14HVELOCITY(MTVS),14,10.,12.
        +)
            CALL GRAF (T,.DDO.N.1.O.1OHTIME(SECS).10.21HACCELERATION(PTPKSP-2).21
            +.18.012.)
            CALL GRAF (T,H,M.1.O.1OHTIME (SECS),10.25HVERTICAL DISPLACEMEMTIMID.
            +25.10.012.%
C C S SET UP FRICTION VS. VELOCITY GRAPH......
            VMAX=-100000000.
            DO 17 I=1.M
            XO (I) =VO-xD (I)
            IF (ABS (XD (I)).GT, VTAD VIPAX=ABS (XD (I))
    170(5)=0(1) x
C
            +18.012.)
C = SET UP SEPARATION \S. VELOCITY GRAPH........
            LD(1)=0.
            VIMC=MMAX/100.
            00 100 I=1.100
            VEL=XD(I)
            H(I) =SEP (ASM,ENAT,VO,VEL,C,HI)
    100XD(I+1)=XD(I)+VIMC
c
            CALL GRAF (XD,H.100.1.D.14HVELOCITY(MMYS).14.1HH.1.18..12.)
C = ALL RESULTS RECORDED SO STOP MICROFILM PLOTTER AND THEN STOP
            CALL EMPLO35
            STOP
            END
            SUBROUTIME AREA (PIIO

```

            COMTGM F(100,100), ((100,1C(1), X(1000),X0(1000), XDO (1000),0
        + (1000),H(1000),T(1(1,O),N,N1,N2,XP,Y,C,X, XX,XY,PC,PS,DELT
        HA.VO.D.TS. FI<IUO.IOD,.INDEX(11),MPMY,A,ENAT,CONV,ASM,H1,HIT1
        LOGICAL PIX.SAME
        SAMEZ.F.
        AA=A
        A=0.
    * DETERMIME IF THERE HAS BEEN AMY RELATIVE MOVENENT DETLEEN THE
* SURFACES SINCE THIS SUDROUTIME WAS LAST CALLED.......
TPE INT (DOOL TA) +1
IF (MM-1.EQ.MTMD SAMEm.T.
IF (N.EQ. 2)GO TO 907
IF (H(N), HE,H(N-1)) SAME=,F.
8 CONTINUE
MMTS=MTL-1
C
    * IF THERE HAS BEEN NO RELATIVE MOVEMENT SKIP TO THE END OF THIS
    * SUBROUTIME
IF (SAME)GO TO 200
IREC I= (TTMPEIO)/1000+1
IREC2=1RECI +1
C I IF MOVEMENT IS SUCH AS TO OVERRUN THE END OF THE MAP. PLOT THE
IF (IREC2.GT.10)CALL RESPLOT
    * REMO IN THE TWO ADJACENT SECTIONS OF THE MAP LHICH CONTAIN THE DES-
    * IRED SECTION......
CALL REAOMS (40,F:10000,IREC1)
CALL READHS (40,F1:10000.1 IREC2)
C
    * EXTRACT THE DESIRED SECTIOM........
MTYFMOD (TMT, 100)
IF (TPM.ED.O) MTF 100
MM1=MTH-1
MPR=101-NTY
OO 4 I=1.MME
OO 5 J=1.100
5F(I:J)=F(I+MPM1:J)
4 CONTINUE
IF (PYY,E0.1)GOTO 66
00 44 I=1.MM1
DO 55 J=1,100
55F(I+MTR,j) = FI(I (J)
44 CONTINUE
86 COMTINUE
C
C C = ZERO F\& SO THAT THE......
FI(I.J)=0.
GG=G(I:J)-H(N)
IF(GG.GT.F(I:J))GO TO 2

```


C
\(x_{1}=x-2 / 2\).
\(Y 1=Y-2 / 2\).
\(X 2=X 1+Z\)
Y2aY1+Z
CALL PLOT (X1.Y1,3)
CALL PLOT (X1,Y2,2)
CALL PLOT \((x 2, r 2,2)\)
CALL PLOT (X2,Y1,2)
CALL PLOT \((X 1, Y 1,2)\)
RETURN
END
SUDROUTINE MARCH (PIX)


COMTON F (100.100), G(100.100), \(\times(1000), 200(1000), 200(1000) \cdot 0\)
\(+(1000) \cdot H(1000) \cdot T(1000), N, N 1, N 2, X P \cdot W, C, X 1, X X, X 04, P C, P S, O E L T\)

LBGICAL PIX
x HRITE OUT THE VALUES OBTAINED AT THE LAST TIME STEP........
LRITE ( 6,1000\() N-1, T(N-1), X(N-1), X D(N-1), X D O(N-1), H(N-1), D(N-1)\)
\(C^{10}\)
\(C\)
FORMAT (1HO.IJ.6(1X.E11.5))
C C . IMCREMENT THE TIME........
\(T(N)=T(N-1)+T S\)
\(C\)
\(C\)
\(C\)
* MARCH FBRLARD DISPLACEMENT AND VELOCITY USING EULER METHOD......
\(X(N)=X(N-1)+20(N-1) \times T S\)
\(20(N)=20(N-1)+T S \times 2 D O(N-1)\)
C
C CALCULATE RELATIVE MOVEMENT SO FAR.....
\(D=T(N)\) xVO-X (N)
IF (D.GE.O.)GOTO 2
C
C
C HRITE HARNING IF ITS SLID TO FAR IN THE HRONG DIRECTION.....

\(\mathrm{D}=0\).
2 VEL=XD (N)
C
\(C\)
\(C\)\(\quad\) HBRK OUT SEPARATION HITH RELATIVE VELOCITY IIF ANH......
\(H(N)=S E P(A S T M, E N A T, V O, V E L, C, H 1)\)
C \(x\) STOP SURFACES FALLIMG TOGETHER IHTEOIATELY THEY HAVE MOVED APART
\%n
LHEN CE IS ACTIVATED......
IF \((H(N) . G T \cdot H(N-1)) H(N)=H(N-1)\)
```

    * HBRK BUT REAL AREA OF CO"TACT........
    CALL AREA (PIDO
    m WORK OUT FRICTION FORCE......
    O(N) =AXPS
    x if THE RELATIVE VELGCITY IS -VE THE FRICTION MUST DE -VE.......
IF (VO-XD (N).LT.O.)O(N)=-Q(N)

* CALCULATE THE ACCELERATIOM FROM THE RESULTANT OF THE SPRING
AND FRICTION FORCES
XDO (N) = (O (N) -XXXXX(N) )/NOM +
    * IF THE RELATIVE VELOCITY DROPS OELOW THE CONVERGENCE CRITERION
AND THE FRICTION FORCE IS GREATER THAN THAT DUE TO THE SPRING
ASSUME THAT THE RELATIVE VELOCITY IS D. IE THAT THE SURFACES
HAVE JUST 'STUCK'........
IF (ABS (VO-XD (N)).LT.CONV.AND.ABS (O(N)).GT.ABS(XXEX(N)))GO TO 1
RETURN
1 20D (N) =0.
XD(N) =VO
H(N) =H1
RETURN
EMD
SUBROUTIME START35

```



```

    CALL START (2)
        RETURN
        EMD
    SUBRGUTINE ENPLO35
    uリบuロuリ

```

```

    CALL EMPLOT
    RETURN
    END
    FUMCTION SEP (A,E,VO,V&,C,H)
    






```
C
    * SUPRESS SEPARATION LHEN CX IS ACTIVATED.
```

this value of XDD should be multiplied by 1000．See p159

$$
\begin{aligned}
& c \\
& c z
\end{aligned}
$$

This was required to take two surface maps and to model the sliding of one over the other. A listing is given after the listing of the experimental analysis programme.

## Al. 5 The subtraction of the least squares fit plane from the

surface map
The equation of a plane is:-

$$
\begin{equation*}
z(x, y)=a x+b y+c \tag{28}
\end{equation*}
$$

If the height values of the surface map are:-

$$
\begin{aligned}
& {\left[\begin{array}{lll}
z^{\prime}\left(x_{1}, y_{1}\right) & z^{\prime}\left(x_{2}, y_{1}\right) \ldots \ldots z^{\prime}\left(x_{n}, y_{1}\right) \\
z^{\prime}\left(x_{1}, y_{2}\right) & \ldots \ldots .
\end{array}\right.} \\
& \\
& {\left[\begin{array}{l}
z^{\prime}\left(x_{1}, y_{m}\right) \ldots \ldots .
\end{array}\right.}
\end{aligned}
$$

then it is required that:-

$$
\begin{equation*}
\sum=\sum_{\substack{i=0 \\ j=0}}^{n, m}\left[z\left(x_{i}, y_{j}\right)-z^{\prime}\left(x_{i}, y_{j}\right)\right]^{2} \tag{29}
\end{equation*}
$$

be a minimum. That is to say that:-

$$
\sum=\sum_{0}^{n, \dot{m}}\left[a \cdot x_{i}+b \cdot y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right]^{2} \ldots(30)
$$

be a minimum.
Now, from equation (30):-

$$
\begin{align*}
& \frac{\partial \Sigma}{\partial a}=\sum_{0}^{n, m} 2 x_{i}\left[a x_{i}+b y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right]  \tag{31}\\
& \frac{\partial \Sigma}{\partial b}=\sum_{0}^{n, m} 2 y_{j}\left[a x_{i}+b y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right] \tag{32}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial \Sigma}{\partial c}=\sum_{0}^{n, m} 2\left[a x_{i}+b y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right] \tag{33}
\end{equation*}
$$

When all these partial derivatives are zero, the least squares function, equation 30 , must be either a minimum or a maximum. As it is a second-order function, there can be only one such point. If it was a maximum, $\sum$ would have to go negative. As it is the sum of a set of squares of real (as opposed to complex) numbers, this is impossible. The point must therefore be a minimum. So, from equations 31, 32 and 33:-

$$
\left.\begin{array}{rl}
2 \sum x_{i}\left[a x_{i}+b y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right] & =0 \\
2 \sum y_{j}\left[a x_{i}+b y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right] & =0  \tag{34}\\
2 \sum\left[a x_{i}+b y_{j}+c-z^{\prime}\left(x_{i}, y_{j}\right)\right] & =0
\end{array}\right\}
$$

Rearranging these gives:-

$$
\left.\begin{array}{l}
a \sum x_{i}^{2}+b \sum x_{i} \cdot y_{j}+c \sum x_{i}=\sum z^{\prime}\left(x_{i}, y_{j}\right)  \tag{35}\\
a \sum x_{i} \cdot y_{j}+b \sum y_{j}^{2}+c \sum y_{j}=\sum z^{\prime}\left(x_{i}, y_{j}\right) \\
a \sum x_{i}+b \sum y_{j}+c=\sum z^{\prime}\left(x_{i}, y_{j}\right)
\end{array}\right\}
$$

If the computer is programmed to give figures for the coefficients in these linear simultaneous equations in $a, b$ and $c:-$

$$
\sum x_{i}^{2}, \sum y_{j}{ }^{2}, \sum x_{i} \cdot y_{j}, \sum x_{i}, \sum y_{j} \text { and } \sum z^{\prime}\left(x_{i}, y_{j}\right)
$$

the set of equations, 35 , can be solved for $a, b$ and $c$. The plane $z=a x+b y+c$ can then be subtracted from the initial data, $z^{\prime}$, to remove any tilt that is present on it.

A programme to do this was written. When run, the values of $a, b$ and $c$ for the data (measurements in all directions in mm ) were:-

$$
\begin{aligned}
& a=0.2595987369 \times 10^{-3} \\
& b=-0.1122315892 \times 10^{-2} \\
& c=0.2046317951 \times 10^{-2}
\end{aligned}
$$

When the plane represented by these coefficients had been subtracted from the data, the resulting, corrected data were run through the programme again as a check. The new values of $a, b$ and $c$ were:-

$$
\begin{aligned}
& a=0.1468912067 \times 10^{-15} \\
& b=-0.1232249907 \times 10^{-13} \\
& c=0.2756116542 \times 10^{-14}
\end{aligned}
$$

As can be seen, these values are similar to the truncation limit of the computer ( $10^{-14}$ ). The least squares fit plane of the new data was, as required, the $x, y$ plane.

## APPENDIX TWO

## ELECTRONIC CIRCUITS

## A2.1 Strain gauge power supply



A2.2 Charge Amplifier


Fig. A2. 2

## A2. 3 Linear variable displacement transducer (LVDT)

This device was used to calibrate the experimental apparatus
(Chapter Two) and also forms the basis of the Talysurf machine (62).


Fig. A2. 3 LVDT

It comprises a variable transformer, the core of which is made to move through the displacement to be measured. The primary coils of the transformer form part of the resonant circuit of an oscillator. The voltage that appears on the secondary is rectified by a zero bias error rectifier to give a d.c. voltage which relies upon the mutual inductance of the system, which, in turn, relies upon the position of the core.

THE TALYSURF/PDP8 MAPPING SYSTEM


Fig. A3.l General view of the Talysurf and PDP8

Figure A3.l shows a general view of the system built by R. A. Hill and the author. The $A D C$ and the quartz crystal timing circuitry were mounted in a CAMAC crate interfaced to the PDP8 mainframe. The timer was enabled by a microswitch in the Talysurf head. This ensured that the sampling of a surface profile began at the same point on each pass.

The controlling programme was written in PAL assembly language. The resolution of the $\operatorname{ADC}$ (i.e. the number of bits that a conversion comprised) could be set interactively before a profile was recorded. For this work, the resolution was set to 4,096 (12 bits). The sampling rate and the number of samples required could also be varied.

# BEST COPY 

## AVAILABLE

Variable print quality

When a profile had been taken and was stored in tho computor's memory, it was written out to tho teletypo and its associated papor tape punch in octal. The listing below shows a typical profilo of three hundred samples taken at a spacing of 10 fim. Tho intoractivo setting up of the programme variables can be seon at tho boginning. $\because$
MOS: Fí: ( - ()









The digit 8 (which, of courso, does not exist in octal) is a flag to indicate that the end of the profile has been reachod.

When a number of parallel profiles had been recorded on a length of punched tape, this was used as input data for a programmo run on the Imperial College CDC computer. This converted the octal integers into decinal height values in fractions of a millimetor and stored the whole map permanently on disc.

ADDENDUM

CORRECTIONS AND FURTHER INVESTIGATIONS

## AD1.1 The Computer Model

There are two numerical errors in the computer model presented in Chapter five. They are:

1) The hardness of the stainless steel (used to calculate bearing areas) given on page 97 as $208 \mathrm{Nmm}^{-2}$ is out by a factor of g . It should be $208 \mathrm{kgf} \mathrm{mm}^{-2}$.
2) The force used to compute the accelerations of the slider in the computer model was calculated in Newtons, so accelerations computed where in $\mathrm{ms}^{-2}$ instead of $\mathrm{mms}^{-2}$.

The effect of the first of these was to increace the load bearing area at which the surface maps, when brought together in the computer programme, where in equilibrium.

The principal effect of the second error was to alter the resonant frequency of the system. A spring/mass system with a mass of 0.6 kg and a spring stiffness of $12.66 \times 10^{3} \mathrm{Nm}^{-1}$ would have a resonant frequency of 23.1 Hz . The slip portion of a stick-slip cycle should (as a first approximation) be about half a cycle of the free resonant frequency, i.e., in the above case, 0.022 s long. The effect of the error can be seen, for example, on fig. 5.11, where the slip time is about one second.

In view of these errors it was decided to re-run the computer
model with them corrected in order to to see if the hypotheses it incorporated were still tenable. In addition it was decided to make a more detailed investigation of the nature of the contact. The results of these two studies are presented in this addendum.

## AD1. 2 The Nature of the Contact

In the computer model presented in chapter five the contact between the rough surfaces was assumed to be entirely plastically deformed. Other work was quoted to justify this assumption for freshly created, un-run-in, surfaces of the type being considered, but no calculations were done on the data gathered on the surfaces: the surface maps.

Greenwood and Williamson (40) use a sIightly different form of plasticity index from that used later by Hirst and Hollander (44 and p32) which is simpler to compute. The characteristic length that they use is the mean radius, $R$, of the curvature of the peaks of the surface profile. The Greenwood and Williamson plasticity index is given by

$$
\begin{equation*}
\psi=\frac{E}{H} / \frac{\sigma}{R} \tag{36}
\end{equation*}
$$

where $H$ is the hardness of the material of the surface, $\sigma$ is the standard deviation of the heights of the peaks of the surface and $E$ is given by

$$
E^{\prime}=\frac{E}{2\left(1-y^{2}\right)} \quad \ldots .(37)
$$

where $E$ is Young's modulus for the material of the surface and $v$ is its Poisscn's ratio. When $\psi$ is less than about 0.6 asperity contact will be almost completely elastic except under
very high loads indeed. When $\psi$ exeeds 1.0 plastic flow will occur under all but the lightest loads. This is not, of course, to say that all asperities in contact deform plastically for values of $\psi$ greater than 1.0.

Another useful concept described by Greenwood and Williamson is that of elastic contact hardness, H', give by

$$
H^{\prime}=0.25 E^{\prime} \sqrt{\frac{\sigma}{R}} \quad \ldots .(38)
$$

When two rough surfaces are loaded together and deform elastically the mean pressure between the asperities does not vary very much over a wide range of loads (typically by a factor of two for a load variation of $10^{5}$ ). This is because, as the surfaces are forced together and the pressure between those asperities that were first in contact increases, new material and asperities come into contact under lower pressure and keep the mean pressure down. This means that the surfaces behave as though the contacts were, in a sense, plastic and deforming under roughly constant pressure. This is the justification for the idea of elastic contact hardness. If it was required to determine the real contact area for a given load when the deformation was elastic, it would be found to be that area which, when multiplied by the elastic contact hardness, gave a force equal to the load under consideration. Some of the areas of contact would be under greater pressure than the mean, some less, but the aggeregate effect would be the same as if the mean pressure were exerted throuought.

The behaviour of the elastic contact hardness and plasticity index outlined above is only valid for surfaces with a Gaussian height distribution. Surfaces that have been run-in almost
certainly do not have this distribution. However, freshly created surfaces would probably be closer to it (grit blasting or grinding, for example, produce height distributions that are very close to Gaussian).

The surfaces used in the experiments described in Chapter four and considered in the computer model were freshly created (though abraded with emery cloth - a process that would tend to remove the higher peaks).

A computer program was written to take the surface profiles that made up the surface map and to calculate values of $\sigma$ and $R$ from them. Five profile, each 3 mm long, were selected at random from the fifty that made up the map and run through the program, giving a total of 1500 height samples. The results (averaged appropriately across the five profiles) were as follows:

TABLE AD1

| mean | variance |
| :---: | :---: |
| CLA ....... $2.32 \mu \mathrm{~m}$ | $0.045 \mu^{2}$ (over 5 profiles) |
| RMS . . . . . . 3.26 رm | - |
| Peak height $-0.093 \mu \mathrm{~m}$ | $5.64 \mu^{2}$ (over total of all peaks) |
| Peak radius $58.7 \mu \mathrm{~m}$ | - |
| Number of 86 | - (over 5 profiles) |
| peaks |  |

As can be seen from the variance in the CLA values over the five profiles they were, in that respect at least, reasonably similar. $\sigma$, the standard deviation of the peak heights, is given by $\sqrt{5.64}=2.37 \mu \mathrm{~m} . \mathrm{R}$, the mean peak radius, was $58.7 \mu \mathrm{~m}$. Fig ADI shows one of the profiles.


If the Young's modulus of the steel is taken to be $210 \mathrm{kNm}^{-2}$ and its Poisson's ratio to be 0.3 then

$$
\begin{aligned}
E^{\prime} & =\frac{210}{2\left(1-0.3^{2}\right)} \\
& =115 \mathrm{kNmm}^{-2}
\end{aligned}
$$

The elastic contact hardness is

$$
\begin{aligned}
H^{\prime} & =0.25 \times 115 \sqrt{\frac{2.37}{58.7}} \\
& =5.78 \mathrm{kNmm}^{-2} \quad\left(=589 \mathrm{kgf} \mathrm{~m}^{-2}\right)
\end{aligned}
$$

The plasticity index is

$$
\begin{aligned}
\psi & =\frac{115 \times 10^{3}}{208 \times 9.81} \sqrt{\frac{2.37}{58.7}} \\
& =11.3
\end{aligned}
$$

As can be seen the elastic contact hardness is about two and a half times greater than the plastic hardness measured for the surface ( $208 \mathrm{kgf} \mathrm{m} \mathrm{m}^{-2}$ ). This at first seems unreasonable. How can an elastically deforming surface give rise to mean pressures in exess of its elastic limit? The plasticity index of the surface, however, is 11.3. This means that a significant number of contacts will, in fact, be plastic, even under light loads. The analysis used by Greenwood and Williamson to give equation (38) is based, quite reasonably, on the assumption that the surfaces are deforming elastically when a value of $H$ ' is of interest.

## AD1.3 The Revised Computer Model

In view of the high plasticity index obtained above it was decided to run the corrected computer model with the assumption that all
Real contact

contact deformation was plastic as before.
In order to reduce the workload on the computer an alteration was made to the part of the program that compared the two surface maps, looking for contacts, and gave an estimate of the true contact area between the surfaces. This was changed so that, instead of inspecting 10000 height values of the surface maps at each time-step in the marching process, it performed linear interpolation along a curve of bearing area vs. separation (obtained from the figures on the film of the contact under pressure that was mentioned in chapter five - see fig 5.6). A graph of the increase in area with increasing compression between the surface maps is shown in fig AD2.1. Fig AD2.2 shows the result of running a non-parametric density estimation program on all the height values of the surface map. The technique used was based on methods devised by Silverman $(63,64)$ and implemented by him and the author.

As can be seen from the height density the parent distribution is skew. The abrasion of the surface has tended to remove the higher peaks while leaving the valleys largely untouched. The tails at the two ends of the density are thus very different. It was for this reason that it was considered best to use interpolation along the curve of cumulative contact area derived from the surface map. It would, of course, be possible to fit analytic expressions to this curve, or part of it, but, as the tails of the distribution were badly behaved (it is the right hand tail on fig AD2. 2 that is of interest in contact under reasonable loads) it was thought that this might lead to some loss in accuracy, and, as linear interpolation on a function of a single variable defined at $N$ points is an $O\left(\log _{2} N\right)$ process the time. savings involved would only be
marginal. In the case of fig AD2.1 N was about 50 , most points being measured at the area of interest (the left hand tail).

Fig $A D 3$ shows the result of running the friction modelling program with the variables set as in table AD2.

Table AD2
separation with relative velocity, c : 0.8

$$
\begin{aligned}
\text { slider velocity, } & \mathrm{V}_{0}: 0.01 \mathrm{~ms}^{-1} \\
\text { mass, } & \mathrm{M}: 0.6 \mathrm{~kg} \\
\text { load, } & \mathrm{L}: 30 \mathrm{~N}
\end{aligned}
$$

$$
\text { spring stiffness, } k: 12.66 \times 10^{3} \mathrm{Nm}^{-1}
$$

$$
\text { Hardness }: 2.04 \times 10^{9} \mathrm{Nm}^{-2}
$$

$$
\text { shear strength }: 6.0 \times 10^{8} \mathrm{Nm}^{-2}
$$

Under these conditions the estimated real area of contact for a $1 \mathrm{~mm}^{2}$ slider with no relative movement was $0.0147 \mathrm{~mm}^{2}$.

Next the meaning of the variable, $c$, was modified to make it more robust. Instead of giving the gradient of the separation vs |relative velocity| when multiplied by the static loading separation of the surfaces it was set up to give the gradient when multiplied by the RMS surface roughness value ( $3.26 \mu \mathrm{~m}$ ). Its effect was thus independant of the load under which the system was imagined to be operating.

As can be seen from fig AD3 the computer model still produces behaviour very similar to experimental stick-slip. The resonant frequency of the system (taken from the slip time on this figure) is about 20 Hz . The resonant frequency from values of spring stiffness and mass in the model system was calculated to be 23.1 Hz which is in reasonable agreement with this value.




Fig AD4 shows the result of reducing the value of $c$ from 0.8 to 0.4 , all other conditions being the same as for fig AD3. As would be expected this has reduced the amplitude of the stickslip. In this case the computer model was run for a longer time to check its stability. As can be seen it has produced very regular, repeatable stick-slip. This would be expected if the program yere working well, as, unlike the version of the model described in Chapter five, where true area of contact between the sliding surfaces depended not only upon relative velocity, but also, to a certain extent, upon the local nature of the surface maps, the true area of contact for a given relative velocity in the later version of the model was always the same, as it resulted from simple interpolation on a fixed curve (fig AD2.1).

Fig AD5 shows the result of reducing the spring stiffness. in the system from $12.66 \times 10^{3} \mathrm{Nm}^{-1}$ to $6.0 \times 10^{3} \mathrm{Nm}^{-1}$, other conditions remaining the same as for figure AD4. Again, behaviour is as would be expected. The theoretical resonant frequency of the model system should now be 16 Hz . That calculated from the slip time displayed by the model is 14 Hz . The displacement reached before slipping starts is about 1.58 mm . With $\mathrm{k}=6 \times 10^{3} \mathrm{Nm}^{-1}$ and $L=30 N$ this represents a friction coefficient of 0.32. Dividing the shear strength assumed by the hardness gives a value of 0.34 .

The revised computer model was run under a variety of combinations of values of spring stiffness, velocity and separation coefficient, c. Except under extreme conditions, where the Euler technique for solving the differential equation of motion was either too costly or too unstable, it produced results similar to experimental stick-slip.

Finally, it was decided to attempt to use the computer model
to reproduce experimental results quantitatively. Figure AD6 shows the result of running the model under the following conditions:

Table AD3
c : 1.72
$\mathrm{V}_{0}: 0.42 \mathrm{mms}^{-1}$
M : 0.6 kg
L : 30N
$\mathrm{K}: 17.1 \times 10^{3} \mathrm{Nm}^{-1}$
Hardness : $2.04 \times 10^{9} \mathrm{Nm}^{-2}$ shear strength : $7.94 \times 10^{8} \mathrm{Nm}^{-2}$

These equal the conditions of the experiment reported in fig 4.1a (page 63) (the velocity during the experiment ( $0.4 \mathrm{mms}^{-1}$ ) measured from the gradient of the stuck portion of the curve, was slightly lower than the nominal $0.5 \mathrm{mms}^{-1}$ reported at the side of fig 4.1). The shear strength was set to give the required displacement just before the start of sliding. As comparison between fig AD6 and fig $4.1 a$ will show, the output of the computer model and the experimental result are very similar.

AD1. 4 Discussion and Conclusions
Computations done on the statistics obtained from the surface map justified the assumption, that was used in the computer model, that contact between the surfaces was largely plastic.

The vertical movement between the sliding surfaces required to make the model work agrees reasomably with reported resulte. For example in fig AD3 the peak relative velocity between the sliding surfaces is about $0.06 \mathrm{~ms}^{-1}$. At this relative velocity the surfaces were considered to have moved appart by 0.16رm. As
inspection of fig ADI will show, this is not a great deal when compared with the overall structure of the surface. Quite small relative movements, therefore, are sufficient to produce changes in contact area (and hence friction force) that lead to reasonably lifelike stick-slip. In Tolstoi's experiments (27 and p23) vertical slider movements of about $0.2-0.5 \mu \mathrm{~m}$ were measured for stick-slip amplitudes of about 0.5 mm . This is similar to the stick-sif amplitude in fig AD3. The steel used by Tolstoi had a roughness of $1.25 \mu \mathrm{~m}$ CLA. However the mass, sliding velocity and bulk geometry of his apparatus were all different from those assumed for the computer model presented here, so any comparisons should be treated with caution.

In the attempt to reproduce experimental results (figs AD6/ 4.1a) the peak relative velocity was about $0.01 \mathrm{~ms}^{-1}$ (cf fig4.1b). With $c$ set to 1.72 this would imply a maximum separation of the surfaces from their rest position of about $0.06 \mu \mathrm{~m}$. This is tolerably small when compared with the scale of the surface asperities (fig ADI), and it would not be unreasonable to expect their interaction to produce movements of this magnitude.

When the computer model had been corrected, and performed acceleration and true contact area calculations properly it gave results very similar to experimental stick-slip, lending support to the various hypotheses it incorporated.
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